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Executive Summary

TR-181 Issue 2 defines version 2 of the TR-06J@Yice data model (Device:2). The Device:2
data model applies to all types of TR-069-enabkdats, including End Devices, Residential
Gateways, and other Network Infrastructure Devittagpresents a next generation evolution
that supersedes both Device:1 and InternetGatewag®é.

The evolution to Device:2 was necessary in ordsslve some fundamental limitations in the
InternetGatewayDevice:1 data model, which proveldetinflexible and caused problems in
representing complex device configurations. Howewedefining this next generation data
model, care has been taken to ensure that alhitt@atewayDevice:1 and Device:1
functionality has been covered. Legacy installaioan continue to make use of the
InternetGatewayDevice:1 and Device:1 data moddig;iware still valid.

The Device:2 data model defined in this Techniogh®tt consists of a set of data objects
covering things like basic device information, thofeday configuration, network interface and
protocol stack configuration, routing and bridgmgnagement, throughput statistics, and
diagnostic tests. It also defines a baseline @dffiat specifies a minimum level of data model
support.

The cornerstone of the Device:2 data model isrtexface stacking mechanism. Network

interfaces and protocol layers are modeled as ewni#gnt data objects that can be stacked, one
on top of the other, into whatever configuratiotexzice might support.
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1 Purpose and Scope

1.1  Purpose

This Technical Report defines version 2 of the T8®-(2] Device data model (Device:2). The
Device:2 data model applies to all types of TR-@&8bled devices, including End Devices,
Residential Gateways, and other Network InfrastmgcDevices. It represents a next generation
evolution that supersedes both Device:1 and Int&atewayDevice:1.

The evolution to Device:2 was necessary in ordeslve some fundamental limitations in the
InternetGatewayDevice:1 data model, which proveletanflexible and caused problems in
representing complex device configurations. Howewedefining this next generation data
model, care has been taken to ensure that alhii@atewayDevice:1 and Device:1
functionality has been covered. Legacy installaioan continue to make use of the
InternetGatewayDevice:1 and Device:1 data modéig;iware still valid.

1.2 Scope

The Device:2 data model defined in this Techniogh®tt consists of a set of data objects
covering things like basic device information, thofeday configuration, network interface and
protocol stack configuration, routing and bridgmgnagement, throughput statistics, and
diagnostic tests. It also defines a baseline @dffiat specifies a minimum level of data model
support.

The cornerstone of the Device:2 data model isrtexface stacking mechanism. Network
interfaces and protocol layers are modeled as ew#gnt data objects (a.k.a. interface objects)
that can be stacked, one on top of the other vi@tever configuration a device might support.

Figure 1 illustrates the top-level Device:2 datadelicstructure. Figure 2, Figure 3, and Figure 4
illustrate the data model structure in greateritle®ae Section 5 for the complete list of objects.

Interface objects are indicated by a “dashed” bemkgd pattern.
Objects that reference interface objects are ineichy a “dotted” background pattern.

November 2012 © The Broadband Forum. All rights reserved 11 of 110
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iSeri."icas. Devicelnfo | |ManagementServer.| |Gatewaylnfo | |Userlnterface.

iLANCoﬂﬁgSecmit}r. Hosts.| |Users.| |SmartCardBeaders | (ETSINM2M.

iEeliTest[}iagumﬁcs. PeriodicStatistics.| |SoftwareModules.| |BulkData.

' [InterfaceStack {i}.| [DSL] [Optical] [ATM] [PTM | [Ethemet| [USB | [HPNA.

_______________________________________________________________________________________________

Applications and Protocols

iTime. IPsec.| |CaptivePortal.| |Routing | |NeighborDiscovery.| |RouterAdvertisement.

iIPvﬁtd DSLite.| |QoS.| |DNS.| (NAT.| [DHCPv4.| |DHCPv6.| (IEEE8021x.

Figure 1 — Device:2 Data Model Structure — Overview
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Device2.6

] |Sen=ices_ |

' |Devicelnfo.

|Ve:nd0rC0nﬁgFile_{i}_| |Supp0rtedData_\'[0del_{i}_| |3\-Tem0r}'8tan15_ | |Pr0cessStatus_ | |Temperat|.n'eStams_|

|Netw0rkPr0perties_ | |Pr0cessor. {i}. |

VendorLogFile.{i} | [Proxierlnfo. | [Location i}. |

ManagementServer.

|3v'[anageableDevice_{i}_| |Autonomous'['ransfercompletePolicy_| |D0wrﬂoadAvajlabﬂit}'_| |DUStateChangeC0mp]P0]icy_

|[EmbeddedDevice.{i}.| |ViruaDevice {i}. |

E|Garewaj_.'1nfo_ | Userlnterface. |LANCOnﬁgSecm‘i‘t}’. | Hosts.

: |Rem0teAccess. | |L0ca]D1'sp1a}’. |

= SmartCardReaders. ETSDM2M. |ScHTestDiagnostics. | [PeriodicStatistics.
|User.{i}. || | |SmartCardReader.£i} | | |[SCL.i}- |

SoftwareModules. BulkData.

| [ExecEav i} | |DeploymentUnit. {i} | [ExecutionUnit {i}. | | | [Profile.{i}. |

Figure 2 — Device:2 Data Model Structure — Device ével
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Device:2.6
Device.
[InterfaceStack {i}. | [DSL.
|Line.{i}. | |Channel ). | |BondingGroup. i} | |Diagnostics.
Optical ATM. PTM.
Interface {i). || | |Link £i}. | |Diagnostics. || | [Link 6. |
Ethernet.
IRMONStats {i}. | |Interface {i}. | |Link ). | [VLANTermination {i}. |
USB. HPNA.
lInterface {i}. | |Port.fi}. | [USBHosts. || | [interface.i}. | [Diagnostics. \
MoCA. Ghn. HomePlug. UPA.
lInterface.{i}. || ||Iterface i}. || ||Inteface i}. || ||Interface fi}. | |Diagnostics. |
WiFi.
|Radio.{i}. | [ssID.4i3. | |AccessPoint {i}. | [EndPoint {i}. |
Bridging. PPP.
|Bridge {i}. | [Fiter.Gi3. || | [imterface i) \
IP.
lnterface.{i}. | |ActivePort {i}. | |Diagnostics. \

Figure 3 — Device:2 Data Model Structure — Interfae Stack and Networking Technologies
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Device:2.6
Device.
Tine. [Psec.
|stats. | [Filter i} | [Profile.{i}. | [Tuanel £i}. | [xEv2sA iy ]
CaptivePortal. Routing. NeighborDiscovery. RouterAdvertisement.
[Router {i}. | [Rp. | [RouteInformation | | | [EnterfaceSetting {i} | | | [InterfaceSetiing i} |

IPvérd. DSLite.
|InterfaccSetting {i} | | | [InterfaceSetting {3} |

QoS.
|Classification {i}. | |App. . | [Flow. £i}. | PPolicer.{i}. | [Queue £i}. | [QueueStats.i}. | [Shaper (i} |
DNS. NAT.
|Client | [Relay. | |Diagaostics. | [sD. || | |mterfaceSetting {i}.| [PortMapping. {i}. |
DHCPv4. DHCPv6. [EEES021x.
| Client i} | [Server. | [Relay. || | |Client. £i}. | [server. || | [Suppticant (i}. ]
UPxP. ETSIM2M. DLNA.
|Device. | |Discova}'. | |Descripti0n. | |SCL.{i}. | |Capabilities. |

Firewall
[Level fi}. | [Chain £i}. |

FaultMgmt. Security.
|SupportedAlarm (i} | |CurrcatAlarm {i}. | [HistoryBvent.(i). | [EspeditedEvent. {i}.| [QuevedBvent (i}. || ||Certificate {i}. |
FAP.

aps. | [PeriMemt. | |ApplicationPlatform |

Figure 4 — Device:2 Data Model Structure — Applicabns and Protocols
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2 References and Terminology

2.1 Conventions

In this Technical Report, several words are usesigoify the requirements of the specification.
These words are always capitalized. More infornmatan be found be in RFC 2119 [1].

MUST This word, or the term “REQUIRED”, means that tledinition is an
absolute requirement of the specification.

MUST NOT This phrase means that the definition is an absgahibition of the
specification.

SHOULD This word, or the term “RECOMMENDED”, means thagih could exist
valid reasons in particular circumstances to igrbigitem, but the full
implications need to be understood and carefulligled before choosing a
different course.

SHOULD NOT This phrase, or the phrase “NOT RECOMMENDED” methrad there could
exist valid reasons in particular circumstancesmwihe particular behavior
is acceptable or even useful, but the full implmwas need to be understood
and the case carefully weighed before implemeramgbehavior described
with this label.

MAY This word, or the term “OPTIONAL”, means that titesm is one of an
allowed set of alternatives. An implementation thaés not include this
option MUST be prepared to inter-operate with aaptmplementation that
does include the option.

The key words “DEPRECATED” and “OBSOLETED” in thigchnical Report are to be
interpreted as defined in TR-106 [3].
2.2 References

The following references are of relevance to theshinical Report. At the time of publication,
the editions indicated were valid. All references subject to revision; users of this Technical
Report are therefore encouraged to investigatpdbsibility of applying the most recent edition
of the references listed below.

A list of currently valid Broadband Forum Technié&ports is published atww.broadband-
forum.org

[1] REC 2119Key words for use in RFCs to Indicate Requiremenels IETF, 1997

[2] TR-069 Amendment,3CPE WAN Management Protoc@roadband Forum, 2010

[3] TR-106 Amendment,Pata Model Template for TR-069-Enabled Devjd®adband
Forum, 2010

[4] REC 3986 Uniform Resource Identifier (URI): Generic Syntd&TF, 2005
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[5]
[6]
[7]

[8]

[9]

[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]
[21]
[22]
[23]
[24]
[25]

[26]
[27]

[28]

[29]
[30]

[31]
[32]

XML Schema Part 0: Primer Second EditidM3C, 2004
RFEC 2863 The Interfaces Group MIBETF, 2000

X.200, Information technology - Open Systems Intercotinac Basic Reference Model:
The basic model, ITU-T, 1994

802.1D-2004 Media Access Control (MAC) Bridges, IEEE, 2004
802.1Q-2005Virtual Bridged Local Area Networks, IEEE, 2006

RFC 2597 Assured Forwarding PHB Group, IETF, 1999

RFEC 3246 An Expedited Forwarding PHB (Per-Hop BehavidBTF, 2002
REC 3261 SIP: Session Initiation Protocol, IETF, 2002

RFEC 3435 Media Gateway Control Protocol (MGCP) - Versio@,1ETF, 2003
RFC 4566 SDP: Session Description Protocol, IETF, 2006

RFC 2453 RIP Version 2, IETF, 1998

RFEC 2460 Internet Protocol Version 6 (IPv6) SpecificatitBTF, 1998

REC 2464 Transmission of IPv6 Packets over Ethernet NeksydETF, 1998
REC 3315 Dynamic Host Configuration Protocol for IPv6 (DR@), IETF, 2003

RFEC 3633 1Pv6 Prefix Options for Dynamic Host CofiguratiBnotocol (DHCP) version
6, IETF, 2003

RFC 4191 Default Router Preferences and More-Specific BRUETF, 2005
REC 4193 Unique Local IPv6 Unicast Addresses, IETF, 2005

RFC 4861 Neighbor Discovery for IP version 6 (IPv6), IETZ07

RFC 4862 IPv6 Stateless Address Autoconfiguration, IETB)2

REC 5072 IP Version 6 over PPP, IETF, 2007

REC 5969 IPv6 Rapid Deployment on IPv4 Infrastructureslj6f Protocol Specification,
IETF, 2010

REC 6106 IPv6 Router Advertisement Options for DNS Confagion, IETF, 2010

RFC 6333 Dual-Stack Lite Broadband Deployments FollowiRg4 Exhaustion, IETF,
2011

RFC 6334 Dynamic Host Configuration Protocol for IPv6 (DR@) Options for Dual-
Stack Lite, IETF, 2011

TR-101, Migration to Ethernet Based DSL Aggregation, Bioand Forum, 2006

TR-124 Issue 2Functional Requirements for Broadband Reside@&keway Devices,
Broadband Forum, 2010

TR-177 IPv6 in the context of TR-101, Broadband Forufil @
TR-187 IPv6 for PPP Broadband Access, Broadband Foroif) 2
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[33] ICSA Baseline Modular Firewall Certification CriterBaseline module — version 4.1,
ICSA Labs, 2008

[34] ICSA Residential Modular Firewall Certification @ria Required Services Security
Policy — Residential Category module — version KCBA Labs, 2008

[35] REC 4301 Security Architecture for the Internet Protod&JF, 2005

[36] RFC 4302 IP Authentication Header (AH), IETF, 2005.

[37] REC 4303 1P Encapsulating Security Payload (ESP), IETRP520

[38] REC 5996 Internet Key Exchange Protocol Version 2 (IKEMBTF, 2010

[39] ETSITS 102 690 v1.1,8Machine-to-Machine Communications (M2M Functional
Architecture), ETSI, 2012

[40] ETSITS 102 921 v1.1,8M2M mla, dla and mlid Interfaces, ETSI, 2012

[41] ETSITS 103 093 v1.1,Machine to Machine (M2M); BBF TR-069 Compatiblat®
Model for ETSI M2M, ETSI, 2012
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2.3 Definitions

TR-181 Issue 02 Amendment 6

The following terminology is used throughout thischnical Report.

ACS

CPE

Component

CWMP

Data Model

Device
DM Instance

DM Schema

Downstream
Interface

Interface Object

Object
Parameter

Path Reference

Upstream
Interface

November 2012

Auto-Configuration Server. This is a componenthia broadband network
responsible for auto-configuration of the CPE fdvanced services.

Customer Premises Equipment; refers to any TR-06®led [2] device and
therefore covers Residential Gateways, LAN-side Badices, and other Network
Infrastructure Devices.

A named collection oDbjectsand/orParametersand/or Profiles that can be
included anywhere within Rata Model

CPEWAN Management Protocol. Defined in TR-069 [2], G\R is a
communication protocol between A&SandCPEthat defines a mechanism for
secure auto-configuration ofGPE and othelCPE management functions in a
common framework.

A hierarchical set oDbjectsand/orParameterghat define the managed objects
accessible via TR-069 for a particu@PE

Used here as a synonym foPE

Data Model Schema instance document. This is an dbltument that conforms to
theDM Schemand to any additional rules specified in or refieed by théOM
Schema

Data Model Schema. This is the XML Schema [5] thatsed for defining data
models for use witCWMP.

A physical interface object whose Upstream parametget tdalse or an interface
that is associated with such a physical interfaaghe InterfaceStack. For example, a
downstream IP Interface is an IP.Interface objeat is associated with an
Upstream=false physical layer interface.

A type ofObjectthat models a network interface or protocol laggmmonly
referred to as an interface. They can be stackexlpo top of the other, usifath
References order to dynamically define the relationshigtvizeen interfaces.

A named collection oParametersand/or othebjects

A name-value pair representing a manage@BlE parameter made accessible to an
ACSfor reading and/or writing.

Describes how a parameter can reference anothempgar or object via its path
name (Section A.2.3.4/TR-106 [3]). Such a referezasebe weak or strong (Section
A.2.3.6/TR-106 [3]).

A physical interface object whose Upstream parametget tarue, or an interface
that is associated with such a physical interfaaghe InterfaceStack. For example,
an upstream IP Interface is an IP.Interface oltfettis associated with an
Upstream=true physical layer interface.
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2.4 Abbreviations
This Technical Report uses the following abbrewviadi

ATM Asynchronous Transfer Mode

DHCP Dynamic Host Configuration Protocol
DSL Digital Subscriber Line

IP Internet Protocol

IPsec Internet Protocol Security

M2M Machine to Machine

NSCL Network Service Capability Layer
(O8] Open Systems Interconnection.

PPP Point-to-Point Protocol.

PTM Packet Transfer Mode.

REM Remote Entity Management

RG Residential Gateway

RPC Remote Procedure Call

SCL Service Capability Layer

SSID Service Set Identifier

TR Technical Report

URI Uniform Resource Identifier [4]

URL Uniform Resource Locator [4]

XREM X (Device or Gateway) Remote Entity Management
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3 Technical Report Impact

3.1 Energy Efficiency
TR-181 Issue 02 Amendment 6 has no impact on Erteffigiency.

3.2 IPv6
TR-181 Issue 02 Amendment 6 defines IPv6 extensimnge Device:2 data model.

3.3 Security
TR-181 Issue 02 Amendment 6 has no impact on Sgcuri

3.4 Privacy
TR-181 Issue 02 Amendment 6 has no impact on Rrivac

Y Introduced in Issue 2 Amendment 2
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4  Architecture

4.1 Interface Layers

This Technical Report models network interfaces amodocol layers as independent data
objects, generally referred to as interface objeémtenterfaces). Interface objects can be stacked,
one on top of the other, using path referencesderdo dynamically define the relationships
between interfaces.

The interface object and interface stack are casdappired by RFC 2863 [6].

Within the Device:2 data model, interface objectsarbitrarily restricted to definitions that
operate at or below the IP network layer (i.e. tayethrough 3 of the OSI model [7]). However,
vendor-specific interface objects MAY be definediathfall outside this restricted scope.

Figure 5 lists the interface objects defined inBrewice:2 data model. The indicated OSI layer is
non-normative; it serves as a guide only, illugtigaait what level in the stack an interface object
is expected to appear. However, a CPE need nobsuppuse all interfaces, which means that
the figure does not reflect all possible stackiogmbinations and restrictions. For example, one
CPE stack might exclude DSL Bonding, while anotBBE stack might include DSL Bonding
but exclude Bridging, while still another might lnde VLANTermination under PPP, or
VLANTermination under IP with no PPP, or even EttegrLink under IP with no
VLANTermination and no PPP.

NOTE —Throughout this Technical Report, object nameséten abbreviated in order to improve
readability. For exampl®evice.Ethernet.VLANTermination.{is the full name of a Device:2 object, but
might casually be referred to Bthernet.VLANTermination.{ipr VLANTermination.{i}or
VLANTerminationjust so long as the abbreviation is unambiguauth (respect to similarly named
objects defined elsewhere within the data model).
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OSI Layers:
3 |P.Interface
24+ PPP.Interface
2+ Ethernet.VLANTermination
2 Ethernet.Link
2- Bridging.Bridge.{i}.Port
ATM. | PTM. WiFi.
2= | Link | Link SsID
DSL. 3 8
Bonding £ ‘g 8 g E 315 8
wlloow ||| E|S(5|5| 8|28
— = = = h— )]
DSL. sl | 2|2 5| 2|3 e
Channel S EI12IZIC I E]1F|& ;U'g_"
a £ = [V ] G g = adio
O b . =
T
1 DSL.Line

Figure 5 — OSI Layers and Interface Object$®

4.2 Interface objects

An interface object is a type of network interfaxegrotocol layer. Each type of interface is
modeled by a Device:2 data model table, with a pewinterface instance (e.g. IP.Interface.{i}
for IP Interfaces).

Each interface object contains a core set of paemand objects, which serves as the template
for defining interface objects within the data miodigterface objects can also contain other
parameters and sub-objects specific to the typetefface.

% Note that, because new minor versions of the @e®idata model can be defined without re-publisiiig

document, the figure is not necessarily up-to-date.
% The Bridge.{i}.Port.{i} object models both managent (upwards facing) Bridge Ports and non-managéemen
(downwards facing) Bridge Ports, where each ingasconfigured as one or the other. ManagemeunigBrPorts

are stacked above non-management Bridge Ports.
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The core set of parameters consists of:

Enable

Status

Alias

Name

LastChange

LowerLayers

The administrative state of the interface (i.e.lbao indicating enabled
or disabled)

The operational state of the interface (i.e. UpwbBpoUnknown,
Dormant, NotPresent, LowerLayerDown, Error)

An alternate name used to identify the interfadeictvis assigned an
initial value by the CPE but can later be chosethieyACS

The textual name used to identify the interfaceictvis chosen by the
CPE

The accumulated time in seconds since the intedatered its current
operational state

A list of path references to interface objects trat stacked
immediately below the interface

Also, a core set of statistics parameters is cnathwithin a Stats sub-object. The definition of
these parameters MAY be customized for each irderfigpoe. The core set of parameters within
the Stats sub-object consists of:

BytesSent The total number of bytes transmitted out of theriiace,
including framing characters.

BytesReceived The total number of bytes received on the interface
including framing characters.

PacketsSent The total number of packets transmitted out of the
interface.

PacketsReceived The total number of packets received on the intexfa

ErrorsSent The total number of outbound packets that couldoeot
transmitted because of errors.

ErrorsReceived The total number of inbound packets that contagreors
preventing them from being delivered to a highgeta
protocol.

UnicastPacketsSent The total number of packets requested for transamss

which were not addressed to a multicast or brodadcas
address at this layer, including those that weseatded
or not sent.

UnicastPacketsReceived The total number of received packets, deliverethisy

layer to a higher layer, which were not addresseal t
multicast or broadcast address at this layer.

DiscardPacketsSent The total number of outbound packets which wereseho

November 2012

to be discarded even though no errors had beentddte
to prevent their being transmitted.

© The Broadband Forum. All rights reserved 24 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

DiscardPacketsReceived The total number of inbound packets which were ehos
to be discarded even though no errors had beentddte
to prevent their being delivered.

MulticastPacketsSent The total number of packets that higher-layer prok®
requested for transmission and which were addressad
multicast address at this layer, including thos tere
discarded or not sent.

MulticastPacketsReceived The total number of received packets, deliverethisy
layer to a higher layer, which were addressed to a
multicast address at this layer.

BroadcastPacketsSent The total number of packets that higher-level prol®
requested for transmission and which were addressad
broadcast address at this layer, including thoaewere
discarded or not sent.

BroadcastPacketsReceivedrlhe total number of received packets, deliverethisy
layer to a higher layer, which were addressed to a
broadcast address at this layer.

UnknownProtoPackets-  The total number of packets received via the iatef
Received which were discarded because of an unknown or
unsupported protocol.

NOTE —The CPE MUST reset an interface's Stats param@telesss otherwise stated in individual
object or parameter descriptions) either whentherface becomes operationally down due to a pusvio
administrative down (i.e. the interface's Statusipeeter transitions to a down state after the fiteris
disabled) or when the interface becomes adminiggétgtup (i.e. the interface's Enable parameter
transitions fronfalseto true). Administrative and operational status is disedss Section 4.2.2.

4.2.1 Lower Layers

Each interface object can be stacked on top of @ensore other interface objects, which MUST
be specified using its LowerLayers parameter. Byritaeach interface object, in turn, reference
the interface objects in its lower layer, a logicedrarchy of all interface relationships is buitt.

The LowerLayers parameter is a comma-separatedfIth references to interface objects.
Each item in the list represents an interface alfext is stacked immediately below the
referencing interface. If a referenced interfaceaketed, the CPE MUST remove the
corresponding item from this list (i.e. items ire thowerLayers parameter are strong references).

These relationships between interface objects itharde set by management action, in order to
specify new interface configurations, or be prefigamed within the CPE.

A CPE MUST reject any attempt to set LowerLayedsi@s that would result in an invalid or
unsupported configuration. The corresponding feagdponse from the CPE MUST indicate this
using an Invalid Parameter Value fault code (908ég Section A.3.2.1/TR-069 [2] for further
details on SetParameterValues fault responses.

November 2012 © The Broadband Forum. All rights reserved 25 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

The lowest layer in a fully configured and operasibstack is generally the physical interface
(e.g. DSL Line instance representing a DSL phydionk). Within these physical interface
objects the LowerLayers parameter will be an eniptyunless some lower layer vendor-
specific interface objects are defined and preddigher layer interface objects MAY operate
without a physical layer being modeled, howeves thia local matter to the CPE.

Figure 6 illustrates the use of the LowerLayersapeater. A, B, C, and D represent interface
objects. Interface A’s LowerLayers parameter rafees interfaces B and C. Interface B’s
LowerLayers parameter references interface D.fintes C and D have no interface references
specified in their LowerLayers parameters. In thég/, a multi-layered interface stack is
configured. If the ACS were to delete interfacet®n the CPE would update interface A’s
LowerLayers parameter to no longer reference iaterB (and interface D would be stranded,
no longer referenced by the now deleted interface B

A

Figure 6 — Interface LowerLayers

4.2.2 Administrative and Operational Status

NOTE —Many of the requirements outlined in this sectiarevderived from Section 3.1.13/RFC 2863
[6].

An interface object’'s Enable and Status paramefgesify the current administrative and
operational status of the interface, respectivéglid values for the Status parameter are: Up,
Down, Unknown, Dormant, NotPresent, LowerLayerDoamd Error.

The CPE MUST do everything possible in order téofwlthe operational state transitions as
described below. In some cases these requirementieined as SHOULD; this is not an
indication that they are optional. These transgj@and the relationship between the Enable
parameter and the Status parameter, are requiheioe — it is simply the timing of how long
these state transitions take that is implementaj@tific.

When the Enable parametefagésethe Status parameter SHOULD normallyl@wvn (or
NotPresent or Error if there is a fault condition the interface)Note that when the Enable
parameter transitions false it is possible that the Status parameter’s ttenmsto Down might
occur after a small time lag if the CPE needsr&t iomplete certain operations (e.g. finish
transmitting a packet).
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When the Enable parameter is changetue the Status SHOULD do one of the following:
- Change tdJp if and only if the interface is able to transmtdaeceive network traffic.
Change tdormantif and only if the interface is operable, but iaiting for external

actions before it can transmit and receive netviaific.

Change td_.owerLayerDowrnf and only if the interface is prevented fromemrig the
Up state because one or more of the interfaces bereaidown.

Remain in theérror state if there is an error or other fault conditdetected on the
interface.

Remain in théNotPresenstate if the interface has missing (typically eade)
components.

Change tdJnknownif the state of the interface can not be deterchiioe some reason.

TheDormantstate indicates that the interface is operableitlsiwaiting for external events to
occur before it can transmit/receive traffic. Wiseich events occur, and the interface is then
able to transmit/receive traffic, the Status SHOUtHange to th&Jp state. Note that both the
Up andDormantstates are considered healthy states.

TheDown, NotPresentLowerLayerDownandError states all indicate that the interface is
down. TheNotPresenstate indicates that the interface is down speadlfi because of a missing
(typically hardware) component. ThewerLayerDowrstate indicates that the interface is
stacked on top of one or more other interfaces tlaaidthis interface is down specifically
because one or more of these lower-layer interfecgswn.

TheError state indicates that the interface is down becansaror or other fault condition was
detected on the interface.

4.2.3 Stacking and Operational Status
NOTE —The requirements outlined in this section werewetifrom Section 3.1.14/RFC 2863 [6].

When an interface object is stacked on top of lelager interfaces (i.e. is not a bottommost
layer in the stack), then:

- The interface SHOULD b#p if it is able to transmit/receive traffic due toeor more
interfaces lower down in the stack beldp, irrespective of whether other interfaces
below it are in a notJp state (i.e. the interface is functioning in comjion with at least
some of its lower-layered interfaces).

The interface MAY ba&Jp or Dormantif one or more interfaces lower down in the stack
areDormantand all other interfaces below it are in a némstate.

The interface is expected to bewerLayerDowrnwhile all interfaces lower down in the
stack are eithebown NotPresentLowerLayerDownpr Error.

4.2.4 Vendor-specific Interface Objects

Vendor-specific interface objects MAY be definediarsed. If such objects are specified by
vendors, they MUST be precededXy<VENDOR>_and follow the syntax for vendor
extensions used for parameter names (as defingddation 3.3/TR-106 [3]).
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If the ACS encounters an unknown vendor-specifierface object within a CPE’s interface
stack, rather than responding with a fault, the ADSST proceed as if this object’'s upper-layer
interfaces were directly linked to its lower-layeterfaces. This applies whether the ACS
encounters such an object via the InterfaceStdik {&ection 4.3) or via an interface object’s
LowerLayers parameter.

Figure 7 illustrates a stacked vendor-specificriatee object being bypassed by the ACS, where
there is just one object below the vendor-speoilfiect.

IP.Interface.1 IP.Interface.1

'

X_00256D_AB.
Interface.1

'

Ethernet.Link.1

=== ——— -

Ethernet.Link.1

Figure 7 — Ignoring a Vendor-specific Interface Obgct in the Stack

Figure 8 illustrates a stacked vendor-specificriatee object being bypassed by the ACS, where
there are multiple objects below the vendor-speadject.

Bridging.Bridge.1 Bridging.Bridge.1

.Port.1 .Port.1
[ManagementPort=true] [ManagementPort=true]
l II‘\‘
X_00256D_AB. > ;N

Bridge.1 ,'I ‘\‘

1 \
D\ vy

Bridging.Bridge.1 Bridging.Bridge.1 Bridging.Bridge.1 Bridging.Bridge.1

.Port.2

[ManagementPort=false]

.Port.3

[ManagementPort=false]

.Port.1

[ManagementPort=false]

.Port.2

[ManagementPort=false]

Figure 8 — Ignoring a Vendor-specific Interface Obgct in the Stack (multiple sub-objects)

4.3 InterfaceStack Table

Although the interface stack can be traversed oadrLayers parameters (as described in
Section 4.2.1ower Layer}, an alternate mechanism is provided to aid inaliging the overall
stacking relationships and to quickly access objaathin the stack.

The InterfaceStack table is a Device:2 data mobgad, namelyDevice.InterfaceStack.{ifThis

is a read-only table whose rows are auto-geneiatéde CPE based on the current relationships
that are configured between interface objectsdaich interface instance’s LowerLayers
parameter). Each table row represents a “link” leetwa higher-layer interface object
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(referenced by its HigherLayer parameter) and atelayer interface object (referenced by its
LowerLayer parameter). This means that an Inte8tak table row’s HigherLayer and
LowerLayer parameters will always both be non-null.

NOTE —As a consequence, interface instances that havedbesded will not be represented within the
InterfaceStack tabfelt is also likely that multiple, disjoint groujes$ stacked interface objects will

coexist within the table (for example, each IPifatee will be the root of a disjoint group; unused
“fragments”, e.g. a secondary DSL channel with ifigored ATM PVC that isn’t attached to anything
above, will linger if they remain interconnectedgdinally, partially configured “fragments” can be
present when an interface stack is being set up).

A CPE MUST autonomously add or remove rows in thierfaceStack table in response to the
following circumstances:
An interface’s LowerLayers parameter was updataeéitwove a reference to another
interface (i.e. a “link” is being removed from thck due to a SetParameterValues
request).
An interface’s LowerLayers parameter was updateatitba reference to another
interface (i.e. a “link” is being added to the $tatie to a SetParameterValues request).
An interface was deleted that had referenced, en beferenced by, one other interface
(i.e. a"link” is being removed from the stack doea DeleteObject request).
An interface was deleted that had referenced, en beferenced by, multiple interfaces
(i.e. multiple “links” are being removed from thiask due to a DeleteObject request).

Once the CPE issues the SetParameterValuesRespahgeDeleteObjectResponse, all
autonomous InterfaceStack table changes assoweidtethe corresponding request (as
described in the preceding paragraph) MUST be availfor subsequent commands to operate
on, regardless of whether or not these changeshieeapplied by the CPE (see TR-069 [2]
Sections A.3.2.1 and A.3.2.7 for background onglfRBC methods).

As an example, Table 1 lists an InterfaceStacletabhfiguration imagined for a fictitious,
simple router. Each row in this table correspoimds tow in the InterfaceStack table. The
specified objects and instance numbers are manuéatfor the sake of this example; real world
configurations will likely differ.

Table 1 — Simple Router Example (InterfaceStack take)

Rowl/Instance | Higher Layer Interface Lower Layer Interface
1 IP.Interface.1 PPP.Interface.1

2 PPP.Interface.1 Ethernet.Link.1

3 Ethernet.Link.1 ATM.Link.1

4 ATM.Link.1 DSL.Channel.1

5 DSL.Channel.1 DSL.Line.1

6 IP.Interface.2 Ethernet.Link.2

* An interface instance is considered stranded vithieas no lower layer references to or from othezriface
instances. Stranded interface instances will beétedhfrom the InterfaceStack table until such tasehey are
stacked, above or below another interface instanaey LowerLayers parameter reference.

November 2012 © The Broadband Forum. All rights reserved 29 of 110



Device Data Model for TR-

069

TR-181 Issue 02 Amendment 6

Rowl/Instance | Higher Layer Interface Lower Layer Interface

7 Ethernet.Link.2 ATM.Link.2

8 ATM.Link.2 DSL.Channel.1

9 IP.Interface.3 Ethernet.Link.3

10 Ethernet.Link.3 Bridging.Bridge.1.Port.1
11 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Part.
12 Bridging.Bridge.1.Port.2 Ethernet.Interface.1
13 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.P8rt.
14 Bridging.Bridge.1.Port.3 Ethernet.Interface.2
15 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Pdrt.
16 Bridging.Bridge.1.Port.4 WiFi.SSID.1

17 WiFi.SSID.1 WiFi.Radio.1

By looking at the rows from the example InterfageRttable as a whole, we can visualize the
overall stack configuration. Figure 9 shows hovg ihformation can be pictured. Interface
instances are represented by colored boxes, wiidefceStack instances are represented by
numbered circles.

/ —\ XXX Interface Object
Q InterfaceStack
entry
IP.Interface.1 IP.Interface.2 IP.Interface.3
PPP.Interface.1
O% @) O
Ethernet.Link.1 Ethernet.Link.2 Ethernet.Link.3

Bridging.Bridge.1.Port.1

[ManagementPort=true]

Bridging.Bridge.1 Bridging.Bridge.1 Bridging.Bridge.1

.Port.2 .Port.3 .Port.4
[ManagementPort=false] [ManagementPort=false] [ManagementPort=false]
O, Oy Cl Ol Ol
ATM.Link.1 ATM.Link.2 WiFi.SSID.1
Ethernet.Interface.1 Ethernet.Interface.2
DSL.Channel.1 [Upstream=false] [Upstream=false]
()l WiFi.Radio.1
[Upstream=false]
DSL.Line.1
[Upstream=true]

Figure 9 — Simple Router Example (Interfaces Visuaed)
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Finally, Table 2 completes the example by listiagteinterface instance and its corresponding
LowerLayers parameter value.

Table 2 — Simple Router Example (Interface LowerlLagrs)

Interface LowerLayers value
IP.Interface.1 PPP.Interface.1
IP.Interface.2 Ethernet.Link.2
IP.Interface.3 Ethernet.Link.3
PPP.Interface.1 Ethernet.Link.1
Ethernet.Link.1 ATM.Link.1
Ethernet.Link.2 ATM.Link.2
Ethernet.Link.3 Bridging.Bridge.1.Port.1

Bridging.Bridge.1.Port.1 | Bridging.Bridge.1.PortBidging.Bridge.1.Port.3, Bridging.Bridge.1.Port.4
Bridging.Bridge.1.Port.2 | Ethernet.Interface.1

+=

Bridging.Bridge.1.Port.3 | Ethernet.Interface.2
Bridging.Bridge.1.Port.4 | WiFi.SSID.1

ATM.Link.1 DSL.Channel.1
ATM.Link.2 DSL.Channel.1
DSL.Channel.1 DSL.Line.1
DSL.Line.1

Ethernet.Interface.1

Ethernet.Interface.2
WiFi.SSID.1 WiFi.Radio.1
WiFi.Radio.1
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5 Parameter Definitions

The normative definition of the Device:2 data madedplit between several DM Instance
documents (see TR-106 [3] Annex A) and is publisaigdtp://www.broadband-

forum.org/cwmp For a given revision of the data model, the gpoading TR-181 Issue 2

XML document defines the Device:2 model itself amgorts additional components from the
other XML documents listed. Each TR-181 Issue 2 HTdécument is a report generated from
the XML files, and lists a consolidated view of thevice:2 data model in human-readable form.
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Annex A: Bridging and Queuing

A.1 Queuing and Bridging Model

Figure 10 shows the queuing and bridging mode&fdevice. This model relates to the QoS
object as well as the Bridging and Routing objedike elements of this model are described in
the following sections.

NOTE - the queuing model described in this Annexésant strictly as a model to clarify the
intended behavior of the related data objects.r@ lseno implication intended that an
implementation has to be structured to confornii® model.

Other Other
Ingress > Egress
Interfaces Interfaces
Default >
/ Queue 1 for connection 1
> —
- [' T _& 1]
Ingress Class 2 —pp Policer 1 »
@] (%]
Interface/ ng =4 Fgrifss ,
Connection @ | Class3 i » @ nterface
e —» Policer 2 > 5 z 5 Queue 2 for connection 1 g | Connection
D c @
= () =3 () =
= @ = o) _ > —>
S Class 4 » —— N ol n > _AF @
[ @ Q @ >
= "'_‘ = D
& 2 € 3
= @ =) @
«Q a «Q
J Q 3f tion 1
ueue or connection
Class N —p App protocol 2 Padin
L handler 1 % +—»_BE
Class X 3
Flow Type 1 =
Class Y Policer 1.
Flow Type 2 —» Policer
Class Z
Default Flow

Other Other

Non-bridgeable Non-bridgeable
Ingress Egress

Interfaces Interfaces

Figure 10 — Queuing Model of a Device

A.1.1 Packet Classification

The Classification table within the QoS object sfies the assignment of each packet arriving at
an ingress interface to a specific internal clalsis classification can be based on a number of
matching criteria, such as destination and solrcaddress, destination and source port, and
protocol.

Each entry in the Classification table includegiaes of parameters, each indicated to be a
Classification Criterion. Each classification eribn can be set to a specified value, or can be se
to a value that indicates that criterion is nabéoused. A packet is defined to match the
classification criteria for that table entry onfyhe packet matches all of the specified criteria.
That is, a logical AND operation is applied acrafislassification criteria within a given
Classification table entry.
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NOTE —to apply a logical OR to sets of classifimatcriteria, multiple entries in the
Classification table can be created that spec#ystime resulting queuing behavior.

For each classification criterion, the Classifioattable also includes a corresponding “exclude”
flag. This flag can be used to invert the seng@®fissociated classification criterion. Thaifis,
this flag isfalsefor a given criterion, the classifier is to inckudnly packets that meet the
specified criterion (as well as all others). listHag istrue for a given criterion, the classifier is
to include all packets except those that meets$se@ated criterion (in addition to meeting all
other criteria).

For a given entry in the Classification table, thessification is to apply only to the interface
specified by the Interface parameter. This paranten specify a particular ingress interface or
all sources. Depending on the particular interface all classification criteria will be

applicable. For example, Ethernet layer clasdificecriteria would not apply to packets
arriving on a non-bridged ATM VC.

Packet classification is modeled to include alress packets regardless of whether they
ultimately will be bridged or routed through thevibe.

A.1.1.1 Classification Order

The class assigned to a given packet corresporttie first entry in the Classification table
(given the specified order of the entries in tHeepwhose matching criteria match the packet.
If there is no entry that matches the packet, #eket is assigned to a default class.

Classification rules are sensitive to the ordewinich they are applied because certain traffic
might meet the criteria of more than one Clasdificatable entry. The Order parameter is
responsible for identifying the order in which tGkassification entries are to be applied.

The following rules apply to the use and settinghef Order parameter:
Order goes in order from 1 to n, where n is equahé number of entries in the
Classification table. 1 is the highest precedeand,n the lowest. For example, if entries
with Order of 4 and 7 both have rules that matchesparticular traffic, the traffic will be
classified according to the entry with the 4.

The CPE is responsible for ensuring that all Ox@dues are unique and sequential.

o If an entry is added (number of entries becomeg,rarid the value specified for
Order is greater than n+1, then the CPE will sele®to n+1.

o If an entry is added (number of entries becomeg,raid the value specified for
Order is less than n+1, then the CPE will creagecthtry with that specified value,
and increment the Order value of all existing estivith Order equal to or greater
than the specified value.

o If an entry is deleted, the CPE will decrement@rder value of all remaining entries
with Order greater than the value of the deletedyen

o If the Order value of an entry is changed, thenvélilae will also be changed for other
entries greater than or equal to the lower of tdeaod new values, and less than the
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larger of the old and new values. If the new vaduess than the old, then these other
entries will all have Order incremented. If the nealue is greater than the old, then
the other entries will have Order decremented hadtchanged entry will be given a
value of <new value>-1. For example, an entry engfed from 8 to 5. The existing 5
goes to 6, 6 to 7, and 7 to 8. If the entry goemfb to 8, then 6 goes to 5, 7 to 6, and
the changed entry is 7. This is consistent withbileavior that would occur if the
change were considered to be an Add of a new antiythe new value, followed by

a Delete of the entry with the old value.

A.1.1.2 Dynamic Application Specific Classification

In some situations, traffic to be classified canm®identified by a static set of classification
criteria. Instead, identification of traffic flowaight require explicit application awareness. The
model accommodates such situations via the Apgriow tables in the QoS object.

Each entry in the App table is associated with@plieation-specific protocol handler, identified
by the Protocolldentifier, which contains a URNor la particular CPE, the AvailableAppList
parameter indicates which protocol handlers thdE Rcapable of supporting, if any. A list of
standard protocol handlers and their associatedsJRMNpecified in Section A.3, though a CPE
can also support vendor-specific protocol handisravell. Multiple App table entries can refer
to the same Protocolldentifier.

The role of the protocol handler is to identify asldssify flows based on application awareness.
For example, a SIP protocol handler might iderdifgall-control flow, an audio flow, and a
video flow. The App and Flow tables are used tecdp the classification outcome associated
with each such flow.

For each App table entry there can be one or nesecated Flow table entries. Each flow table
entry identifies a type of flow associated with titetocol handler. The Type parameter is used
to identify the specific type of flow associatedhweach entry. For example, a Flow table entry
for a SIP protocol handler might refer only to thealio flows associated with that protocol
handler. A list of standard flow type values igagi in Section A.3, though a CPE can also
support vendor-specific flow types.

A protocol handler can be defined as being fed ftbenoutput of a Classification table entry.
That is, a Classification entry can be used tolsingt control traffic to be passed to the protocol
handler, which then subsequently identifies assedilows. Doing so allows more than one
instance of a protocol handler associated withrdistraffic. For example, one could define two
App table entries associated with SIP protocol kesd If the classifier distinguished control
traffic to feed into each handler based on thei@son IP address of the SIP server, this could
be used to separately classify traffic for diffar8iP service providers. In this case, each
instance of the protocol handler would identifyyotilose flows associated with a given service.
Note that the Classification table entry that feedsh protocol handler wouldn’t encompass all
of the flows; only the traffic needed by the pratblsandler to determine the flows—typically
only the control traffic.
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A.1.1.3 Classification Outcome

Each Classification entry specifies a tuple comgadeeither:
A TrafficClass and (optionally) a Policer, or

An App table entry

Each entry also specifies:
Outgoing DiffServ and Ethernet priority marking laefor

A ForwardingPolicy tag that can be referenced emRouting table to affect packet
routing (note that the ForwardingPolicy tag affemtéy routed traffic)

Note that the information associated with the dfeesdion outcome is modeled as being carried
along with each packet as it flows through theeayst

If a packet does not match any Classification tailey, the DefaultTrafficClass,
DefaultPolicer, default markings, and default FadiragPolicy are used.

If a TrafficClass/Policer tuple is specified, clfisstion is complete. If, however, an App is
specified, the packet is passed to the protocdlleasspecified by the Protocolldentifier in the
specified App table entry for additional classifioa (see Section A.1.1.2). If any of the
identified flows match the Type specified in angWltable entry corresponding to the given
App table entry (this correspondence is indicatgthle App identifier), the specified tuple and
markings for that Flow table entry is used for peekn that flow. Other flows associated with
the application, but not explicitly identified, ugee default tuple and markings specified for
that App table entry.

A.1.2 Policing

The Policer table defines the policing parametersmnigress packets identified by either a
Classification table entry (or the default clagsifion) or a dynamic flow identified by a protocol
handler identified in the App table.

Each Policer table entry specifies the packet hagdiharacteristics, including the rate
requirements and behavior when these requiremenexaeeded.

A.1.3 Queuing and Scheduling

The Queue table specifies the number and typeseaies, queue parameters, shaping behavior,
and scheduling algorithm to use. Each Queue t&tily specifies the TrafficClasses with which
it is associated, and a set of egress interfacestitch a queue with the corresponding
characteristics needs to exist.

NOTE - If the CPE can determine that among thefextes specified for a queue to exist,
packets classified into that queue cannot egreasstdoset of those interfaces (from
knowledge of the current routing and bridging cguafation), the CPE can choose not to
instantiate the queue on those interfaces.

NOTE — Packets classified into a queue that exituph an interface for which the queue is not
specified to exist, will instead use the defaukying behavior. The default queue itself
will exist on all egress interfaces.
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The model defined here is not intended to restviatre the queuing is implemented in an actual
implementation. In particular, it is up to the fg@arlar implementation to determine at what
protocol layer it is most appropriate to implem#ra queuing behavior (IP layer, Ethernet MAC
layer, ATM layer, etc.). In some cases, however,@0S configuration would restrict the choice
of layer where queueing can be implemented. Famgie, if a queue is specified to carry
traffic that is bridged, then it could not be implented as an IP-layer queue.

NOTE - care needs to be taken to avoid having pielpriority queues multiplexed onto a
single connection that is rate shaped. In sucbs;dke possibility exists that high
priority traffic can be held back due to rate lisnaf the overall connection exceeded by
lower priority traffic. Where possible, each prigrqueue will be shaped independently
using the shaping parameters in the Queue andi@htghle.

The scheduling parameters defined in the Queue tgiply to the first level of what might be a
more general scheduling hierarchy. This specificatioes not specify the rules that an
implementation needs to apply to determine the mpgtopriate scheduling hierarchy given the
scheduling parameters defined in the Queue table.

As an example, take a situation where the outptawfdistinct queues is to be multiplexed into
a single connection, and two entries share onefsstheduling parameters while the other two
entries share a different set of scheduling pararsetin this case, it might be appropriate to
implement this as a scheduling hierarchy with tret fwo queues multiplexed with a scheduler
defined by the first pair, and the second two qadagang multiplexed with a scheduler defined
by the second pair. The lower layers of this salied hierarchy cannot be directly determined
from the content of the Queue table.

A.1.4 Bridging

NOTE - from the point of view of a bridge, packatsving into the bridge from the local router
(either upstream or downstream) are treated asssgrackets, even though the same
packets, which just left the router, are treatedgaess from the point of view of the
router. For example, a Filter table entry mighiédackets on ingress to the bridge
from a particular IP interface, which means thaidimits packets on their way out of the
router over this layer 3 connection.

For each interface, the output of the classifienaleled to feed a set of 802.1D [8] or 802.1Q
[9] layer 2 bridges as specified by the Bridgingeah Each bridge specifies layer 2
connectivity between one or more layer 2 downstraadior upstream interfaces, and optionally
one or more layer 3 connections to the local router

Each bridge corresponds to a single entry in thég@rtable of the Bridging object. The Bridge
table contains the following sub-tables:
Port table: models the Bridge ports, which are either managerorts (modeling layer
3 connections to the local router) or non-managemeris (modeling connections to
layer 2 interfaces). Bridge ports are stackaltieriace objects (see Section 4.2).

VLAN table: models the Bridge VLANSs (relevant only to 802.bfges).
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VLANPort table : for each VLAN, defines the ports that comprisentember set
(relevant only to 802.1Q bridges).

A.1.4.1 Filtering

Traffic from a given interface (or set of interfagean be selectively admitted to a given Bridge,
rather than bridging all traffic from that interacEach entry in the Filter table includes a serie
of classification criteria. Each classificationterion can be set to a specified value, or can be
set to a value that indicates that criterion istodie used. A packet is admitted to the Bridge
only if the packet matches all of the specifiedecia. That is, a logical AND operation is
applied across all classification criteria withigiaen Filter table entry.

NOTE - to apply a logical OR to sets of classifimafcriteria, multiple entries in the Filter table
can be created that refer to the same interfacksh@nsame Bridge table entry.

NOTE - a consequence of the above rule is thatpdcket does not match the criteria of any of
the enabled Filter table entries, then it will betadmitted to any bridges, i.e. it will be
dropped. As a specific example of this, if non¢hef enabled Filter table entries
reference a given interface, then all packets iagion that interface will be dropped.

For each classification criterion, the Filter tahlso includes a corresponding “exclude” flag.
This flag can be used to invert the sense of theaated classification criterion. That is, ifghi
flag isfalsefor a given criterion, the Bridge will admit onbackets that meet the specified
criterion (as well as all other criteria). If tHlag istrue for a given criterion, the Bridge will
admit all packets except those that meet the as®alccriterion (in addition to meeting all other
criteria).

Note that because the classification criteria aiseld on layer 2 packet information, if the
selected port for a given Filter table entry isgelr 3 connection from the local router, the layer
2 classification criteria do not apply.

A.1.4.2 Filter Order

Any packet that matches the filter criteria of @memore filters is admitted to the Bridge
associated with the first entry in the Filter tapigative to the specified Order).

The following rules apply to the use and settinghef Order parameter:
The Order goes in order from 1 to n, where n isaétputhe number of filters. 1 is the highest
precedence, and n the lowest.

The CPE is responsible for ensuring that all Ox@dues among filters are unique and
sequential.

o |If afilter is added (number of filters becomes h+&nd the value specified for Order
is greater than n+1, then the CPE will set Order+tb.

o If afilter is added (number of entries becomes,raxil the value specified for Order
is less than n+1, then the CPE will create theyanith that specified value, and
increment the Order value of all existing filteramOrder equal to or greater than the
specified value.
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o |If afilter is deleted, the CPE will decrement theder value of all remaining filters
with Order greater than the value of the deletedyen

o If the Order value of a filter is changed, thenva&ie will also be changed for other
filters greater than or equal to the lower of tlkekand new values, and less than the
larger of the old and new values. If the new vaduess than the old, then these other
entries will all have Order incremented. If the nealue is greater than the old, then
the other entries will have Order decremented hadhanged entry will be given a
value of <new value>-1. For example, an entry engfed from 8 to 5. The existing 5
goes to 6, 6 to 7, and 7 to 8. If the entry goemfb to 8, then 6 goes to 5, 7 to 6, and
the changed entry is 7. This is consistent withbileavior that would occur if the
change were considered to be an Add of a new filigr the new value, followed by
a Delete of the filter with the old value.

A.2 Default Layer 2/3 QoS Mapping

Table 3 presents a “default” mapping between |2yand layer 3 QoS. In practice, itis a
guideline for automatic marking of DSCP (layer 3séd upon Ethernet Priority (layer 2) and the
other way around. Please refer to the QoS Claasiin table’s DSCPMark and
EthernetPriorityMark parameters (and related pataragfor configuration of a default

automatic DSCP / Ethernet Priority mapping.

Automatic marking of DSCP or Ethernet Priorityilely only in the following cases:
WAN LAN: to map DSCP (layer 3) to Ethernet Prioritgyr 2)

LAN  WAN: to map Ethernet Priority (layer 2) to DSCRyg@r 3)

Automatic marking in the LAN LAN case is unlikely, since LAN QoS is likely teb
supported only at layer 2, and LAN DSCP valuess#d, will probably be a direct
representation of Ethernet Priority, e.g. EtheRratrity shifted left by three bits.

In the table, grayed and bolded items are addetldw two-way mapping between layer 2 and
layer 3 QoS (where the mapping is ambiguous, tagagt values SHOULD be ignored and the
bolded values SHOULD be used). If, when mappiogiftayer 3 to layer 2 QoS, the DSCP
value is not present in the table, the mapping SHDUe based only on the first three bits of
the DSCP value, i.e. on DSCP & 111000.

Table 3 — Default Layer 2/3 QoS Mapping

Layer 2 Layer 3
Ethernet Priority Designation DSCP Per Hop Behavior

001 (1) BK

010 (2) spare
000000 (0x00) Default

000 (0) BE 000000 (0x00) CS0
001110 (OxOe) AF13
001100 (0xOc) AF12

011 @) EE 001010 (0x0a) AF11
001000 (0x08) cs1
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010110 (0x16) AF23
010100 (0x14) AF22
100 (4) CL 010010 (0x12) AF21
010000 (0x10) cs2
011110 (Ox1e) AF33
011100 (0x1c) AF32
101 (5) vi 011010 (Ox1a) AF31
011000 (0x18) cs3
100110 (0x26) AF43
100100 (0x24) AF42
100010 (0x22) AF41
100000 (0x20) cs4
101110 (Ox2e) EF
110 (6) Vo 101000 (0x28) Cs5
110000 (0x30) cs6
111 (7) NC 111000 (0x38) cs7

A.3 URN Definitions for App and Flow Tables

A.3.1 App Protocolldentifier

Table 4 lists the URNs defined for the QoS AppeéabProtocolldentifier parameter. Additional
standard or vendor-specific URNs can be defineldiohg the standard syntax for forming
URNS.

Table 4 — Protocolldentifer URNs

URN Description

urn:dslforum-org:sip Session Initiation Protocol (SIP) as defined by RFC 3261 [12]
urn:dslforum-org:h.323 ITU-T Recommendation H.323

urn:dslforum-org:h.248 ITU-T Recommendation H.248 (MEGACO)

urn:dslforum-org:mgcp Media Gateway Control Protocol (MGCP) as defined by RFC 3435 [13]
urn:dslforum-org:pppoe Bridged sessions of PPPoE

A.3.2 Flow Type

A syntax for forming URNSs for the QoS Flow tabl@gpe parameter is defined for the Session
Description Protocol (SDP) as defined by RFC 4564.[ Additional standard or vendor-
specific URNs can be defined following the standandtax for forming URNSs.

A URN to specify an SDP flow is formed as follows:
urn:dslforum-org:sdp-[MediaType]-[Transport]

[MediaType] corresponds to the “media” sub-fieldtod “m” field of an SDP session description.
[Transport] corresponds to the “transport” subefief the “m” field of an SDP session description.
Non-alphanumeric characters in either field areaesd (e.g., “rtp/avp” becomes “rtpavp”).

For example, the following would be valid URNS rreiieg to SDP flows:
urn:dslforum-org:sdp-audio-rtpavp
urn:dslforum-org:sdp-video-rtpavp
urn:dslforum-org:sdp-data-udp
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For flow type URNSs following this convention, thaseno defined use for TypeParameters,
which SHOULD be left empty.

For the Protocolldentifier urn:dslforum-org:pppassingle flow type is defined referring to the

entire PPPOE session. The URL for this flow tyge i
urn:dslforum-org:pppoe

A.3.3 Flow TypeParameters
For the flow type urn:dslforum-org:pppoe, Tablepgdfies the defined TypeParameter values.

Table 5 — Flow TypeParameters values for flow typarn:dslforum-org:pppoe
Name Description of Value

ServiceName The PPPOE service name.

If specified, only bridged PPPoE sessions designated for the named service
would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPOE associated with
any service considered part of this flow.

ACName The PPPOE access concentrator name.

If specified, only bridged PPPoE sessions designated for the named access
concentrator would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPOE associated with
any access concentrator considered part of this flow.

PPPDomain The domain part of the PPP username.

If specified, only bridged PPPoE sessions in which the domain portion of the
PPP username matches this value are considered part of this flow.

If this parameter is not specified, or is empty, all bridged PPPoE sessions are
considered part of this flow.
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Annex B: Tunneling

Consider a device that provides a tunnel endpd@aime packets will need to be en-tunneled and
then will leave the device in the tunnel. Otheckms will arrive at the device in the tunnel and
will need to be de-tunneled. This is illustrated-igure 11, in which green indicates application
traffic and red indicates a tunnel (carrying graeplication traffic).

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet

EHCEFISLI ation

|

Decision on egress interface
for outgoing packet

LAN IP interface WAN IP Interface

-
~—

WAN

LAN

Figure 11 — Tunneling Overview

The Figure highlights two decisions:
Whether or not to en-tunnel an upstream packeatedunnel a downstream packet.
To which egress interface to send an outgoing gacke

This second decision is just a normal forwardingislen. By introducing notionalunneland
TunneledP interfaces, the Device:2 data model is ablerésent the first decision as also being
a forwarding decision. This imposes no restriction the device implementation; it is just how
the en-tunnel / de-tunnel decision is modeled.

A TunnellP interface is a virtual interface that is:
o0 The tunnel entry point for non-tunneled trafficttisto be en-tunneled.
o0 The tunnel exit point for tunneled traffic thatisbe de-tunneled.

A TunneledP interface is always paired withrannelinterface. It exists only so it can
be referenced in forwarding and filter rules:
o Traffic that has just been tunneled will proceeatrirtheTunnelinterface to the
correspondind unnelednterface.
o Traffic that is about to be de-tunneled will proddeom theTunnelednterface to
the correspondingjunnelinterface.
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Traffic arriving on arunnelor Tunnelednterface is classified, marked, policed, bridged,
routed and queued in the same way as traffic agien any other interface.

Therefore, the decision to en-tunnel a packetfswarding decision to send a packet to a
Tunnelinterface, and the decision to de-tunnel a paiskatforwarding decision to send a packet
to aTunnelednterface. Figure 12 extends Figure 11 by lalgelireTunnel/ Tunneled

interfaces, thereby showing where these two forimgrdecisions are made.

(Tunnel, Tunneled) IP interface pair

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet
(IPvxForwarding) (IPvxForwarding)

| /
incapsu ation

|

Decision on egress interface
for outgoing packet
LAN IP interface (IPvxForwarding) WAN IP Interface

—

WAN

—
—

LAN

Figure 12 — Tunneling Overview (Showing ForwardingDecisions)

It is important to understand that the tunnel islgled by theTunne|Tunneledl interface pair,
and not solely (despite its name) by Thennelinterface. On many devices, this pair will
correspond to a single IP interface at the OS leV&k reason for the distinction at the data
model level is to allow tunneled and non-tunneledfit to be distinguished in forwarding and
filter rules.

Figure 13 and Figure 14 show upstream and dowmsteeamples of how th& (nnel, Tunneled
interfaces are used to describe the traffic patbuth the device for both untunneled and
tunneled packets.

November 2012 © The Broadband Forum. All rights reserved 43 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6
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Figure 13 — Sample Flow of Upstream Tunneled Trafé through the Device
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Figure 14 — Sample Flow of Downstream Tunneled Tr&t through the Device

The (Tunnel, Tunneledmechanism is used wherever a tunnel is modelddmtihe Device:2
data model. There are currently three such cases, with a table that models its configured

tunnels:
IPverd (Appendix VI:)Device.IPv6rd.InterfaceSettirtgble.
DS-Lite (Appendix VII:)Device.DSLite.InterfaceSettingble.
IPsec (Appendix IX:Device.IPsec.Tunnédble.
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Appendix I: Example RG Queuing Architecture (from
TR-059)

The queuing and scheduling discipline envisionestrgam for the RG is shown in Figure 15.

There are multiple access sessions supportedsmthdel, however, all traffic is classified and
scheduled in a monolithic system. So, while itmigppear at first that the Diffserv queuing and
scheduling might apply only to IP-aware accessfadhall access, IP, Ethernet, or PPP is
managed by the same system that adheres to trseeifinodel.

For example, at the bottom of the figure, BE treaitris given to the non-IP-aware access
sessions (PPPoE started behind the RG or deliverad L2TP tunnel delivery model). This
gueue might be repeated several times in ordargpat fairness among multiple PPPoE
accesses — or it can be a monolithic queue withragp rate limiters applied to the various
access sessions.

The PTA access is a single block of queues. Bhitohe because NSP access typically works
with a single default route to the NSP, and marmggiore than one simultaneously at the RG
would be perilous. The rate limiter would limit the overall access traffor a service provider.

Rate limiters are also shown within the EF and Afvise classes because the definition of those
Diffserv types is based on treating the traffidetiéntly when it falls into various rates.

Finally, at the top of the diagram is the ASP asd#seck of queues. In phase 1A, these queues
are provisioned and provide aggregate treatmetnafiic mapped to them. In phase 1B, it will
become possible to assign AF queues to applicatimgs/e them specific treatment instead of
aggregate treatment. The EF service class canetsire a high degree of coordination among
the applications that make use of it so that itgimam value is not exceeded.

Notable in this architecture is that all the ouspot the EF, AF, and BE queues are sent to a
scheduler $) that pulls traffic from them in a strict priorifgshion. In this configuration EF
traffic is, obviously, given highest precedence Bidis given the lowest. The AF service
classes fall in-between.

Note that there is significant interest in beinggab provide a service arrangement that would
allow general Internet access to have priority atber (bulk rate) servicésSuch an
arrangement would be accomplished by assigninguhlerate service class to BE and by
assigning the default service class (Internet ajaesAF with little or no committed information
rate.

Given this arrangement, the precedence of traffito in the figure is arranged as:
1. EF —red dotted line

® This “bulk rate” service class would typically bsed for background downloads and potentially fergo-peer
applications as an alternative to blocking thenirelyt
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2. AF - blue dashed line (with various precedence awdn classes as described in RFC
2597 [10])

3. BE — black solid line

as per RFC 2598
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as per RFC 2597
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Figure 15 — Queuing and Scheduling Example for RG

In Figure 15 the following abbreviations apply:
ASP — Application Service Provider
PTA — PPP Terminated Aggregation
PPP — Point-to-Point Protocol
EF — Expedited Forwarding — as defined in RFC 324§
AF — Assured Forwarding — as defined in RFC 2597 [1
BE — Best Effort forwarding
RL — Rate Limiter
RL — Summing Rate Limiter (limits multiple flows)
S — Scheduler
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Appendix II: Use of Bridging Objects for VLAN Tagging

In the case of an Ethernet upstream InterfaceMid@L2 upstream Interface based on PTM-
EFM, 802.1Q Tagging can be used to tag egressctrafiis choice enables a multi-VLAN
architecture in order to deploy a multi-service faguration (high speed Internet, VolP, Video
Phone, IPTV, etc.), where one VLAN or a group ofANs are associated with each service. If
802.1Q tagging on the upstream interface is usésinecessary to have a way to associate
incoming upstream 802.1Q tagged or untagged traffinternally generated traffic (PPPOE,
IPOE connections) to the egress (and vice-verg.sblution is to apply coherent bridging
rules.

Regarding different traffic bridging rules, the pilide cases are characterized as follows:
Tagged LAN to tagged WAN traffic (pure VLAN bridgih with VLAN ID translation
as a special case
Untagged LAN to tagged WAN traffic
Internally generated to tagged WAN traffic

To better understand the different cases, reféigore 16 and to the following examples.

VLANID = X Ferrsrrr ‘\ Hh#ll,' VLANID = X E VOIP E
PTR S Bndge # _’]_ ..................... Srertfisn s —— >: H
-u-uu-u-uu-u--l -"H.!QIQQ“.
LR Hh #2 \‘ ................. E
VLANID = z . VLANID=y i MVideo i
DR o Bndge # 2 ...................... SRS AR >
llllllllllllllllllllll H‘]One
VLAN|D k AEEEREEEEEEEEEEEEEEE .E Bh#3”l NO VLAN|D E
SPU S B‘|dge b= 0T T—— N iveerafeessssnsnresnsssnnrnnesnnnns » STB
VIANID =] | grm——
e erereennmannennannd VLAN Termination # L
{ PPPOE }

Figure 16 — Examples of VLAN configuration based omridging and VLAN Termination
objects

November 2012 © The Broadband Forum. All rights reserved 47 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

1.1 Tagged LAN to Tagged WAN Traffic (VLAN Bridging)

Ethernet port 1 (instance Device.Ethernet.Interfomight be dedicated to VoIP service,
receiving VLAN ID x tagged traffic from a VolP phenand this port would be included in the
same bridge dedicated to VolP service on the ugstiaterface (instance
Device.Ethernet.Interface.1), identified with tfzersee VLAN ID x.

To achieve this, an interface-based bridge wouldrbated using the Bridging object. A Bridge
table entry would be created with entries for Btle¢port 1 and the upstream interface and for
the VLAN ID x associated with VolIP.

The Bridging model is depicted in Figure 17, white configuration rules for this situation are
summarized in Table 6.

WAN LAN 1
Figure 17 — Bridge 1 model

Table 6 — Tagged LAN to tagged WAN configuration
Description Bridging TR-069 Configuration
[Define VLANX]

Bridge between WAN and LAN Device.Bridging.Bridge.1.VLAN.1 =
interfaces with VLANID= Name VLANX

VLANID X
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[Define Ingress Port2-3 — Create an entry for thstneam and downstream
port]:

Device.Bridging. Bridge.1.Port.2 -

PVID X
Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

Device.Bridging. Bridge.1.Port.3 -

PVID X
Name Port3
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Port2-3 to VLANX - Create anefdr the upstream and
downstream port]

Device.Bridging.Bridge.1.VLANPort.1 -

VLAN VLANX
Port Port2
Untagged false

Device.Bridging.Bridge.1.VLANPort.2 -

VLAN VLANX
Port Port3
Untagged false

1.2 Tagged LAN to Tagged WAN Traffic (Special Case wittWVLAN ID

Translation)

Ethernet port 2 (instance Device.Ethernet.InterfBcmight be dedicated to Video Phone

service, receiving VLAN ID y tagged traffic from\adeo phone, and this port would be

included in the same bridge dedicated to Video Blsamvice on the upstream interface (instance
Device.Ethernet.Interface.l), identified by a diéiet VLAN ID (VLAN ID z). In this case a

VLAN translation needs to be performed.

To achieve this, a bridge would be created usiedBitidging object. A Bridge table entry would
be created along with two associated Filter olgetties for {Ethernet port 2/VLAN ID z} and
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{upstream interface/VLAN ID y}. The Filter identés the ingress interface and causes the
ingress frames to be bridged to the egress VLAKNgeng VLAN-ID translation.

The Bridging model is depicted in Figure 18, while configuration rules for this situation are

summarized in Table 7.

WAN

Figure 18 — Bridge 2 model

LAN 2

Table 7 — Tagged LAN to tagged WAN configuration (WAN ID translation)

Description

Bridging TR-069 Configuration

Tagged LAN 2 to tagged WAN
traffic (and vice versa) (special
case with VLAN ID translation)
upstream VLAN-ID=z
downstream VLAN-ID=y

[Define VLANy and VLANZ]

Device.Bridging.Bridge.2.VLAN.1

Name VLANy
VLANID y
Device.Bridging.Bridge.2.VLAN.2

Name VLANz
VLANID z
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[Define Ingress Port2 — Create an entry for upstreart]:

Device.Bridging.Bridge.2.Port.2

PVID

Z

Name

Port2

AcceptableFrameTypes

AdmitOnlyVLANTagged

[Define Ingress Port3 — Create an entry for the misiveam port]:

Device.Bridging.Bridge.2.Port.3

PVID

y

Name

Port3

AcceptableFrameTypes

AdmitOnlyVLANTagged

[Associate Egress Port2 to VLANz - Create an efarypstream port]

Device.Bridging.Bridge.2.VLANPort.1

VLAN VLANZz
Port Port2
Untagged false

ort]

[Associate Egress Port3 to VLANy - Create an efdgryeach downstream

Device.Bridging.Bridge.2.VLANPort.2

VLAN VLANy
Port Port3
Untagged false

Define filter on upstream: ingress from Port 2ssociated with VLANYy]

Device.Bridging.Filter.1.

Bridge

VLANy

Interface

Port2

[Define filter on downstream: ingress from Pois &issociated with VLANz

Device.Bridging.Filter.2.

Bridge

VLANz

Interface

Port3
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1.3 Untagged LAN to Tagged WAN Traffic

Ethernet port 3 (instance Device.Ethernet.Interfomight be dedicated to IPTV service,
receiving untagged traffic from a STB, and thistpeould be included in the same bridge
dedicated to IPTV service on the upstream inter{acstance Device.Ethernet.Interface.l),
identified with the VLAN ID k.

To achieve this, an interface-based bridge wouldrbated using the Bridging object. A Bridge
table entry would be created, associating in tineeshridge untagged frames on Ethernet port 3
with tagged frames on the upstream interface.

The Bridging model is depicted in Figure 19, white configuration rules for this situation are
summarized in Table 8.

WAN LAN 3
Figure 19 — Bridge 3 model

Table 8 — Untagged LAN to tagged WAN configuration

Description Bridging TR-069 Configuration

Define VLANK]

Device.Bridging.Bridge.3.VLAN.1
Untagged LAN 3 to tagged WAN| Name VLANK
(VLAN-ID=K) traffic

VLANID k
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[Define Ingress Port2 — Create an entry for upstr@ort]:

Device.Bridging.Bridge.3.Port.2

PVID

k

Name

Port2

AcceptableFrameTypes

AdmitOnlyVLANTagged

[Define Ingress Port3 — Create an entry for the miiveam port]:

Device.Bridging.Bridge.3.Port.3

Name

Port3

AcceptableFrameTypes

AdmitAll

[Associate Egress Port2 to VLANK - Create an efdaryupstream port]

Device.Bridging.Bridge.3.VLANPort.1

VLAN VLANK
Port Port2
Untagged false

ort]

[Associate Egress Port3 to VLANK - Create an efdryeach downstream

Device.Bridging.Bridge.3.VLANPort.2

VLAN VLANK
Port Port3
Untagged true

1.4

Internally Generated to Tagged WAN Traffic

A CPE PPPoE internal session (instance Device.RfeFdce.1) might be dedicated to
Management service and this logical interface wandapsulate/de-encapsulate its outgoing or
incoming traffic in the VLAN ID j, dedicated to Magement service.

To achieve this, instead of using a bridging ohjadYLAN Termination interface would be
created (Device.Ethernet.VLANTermination.1). Thedgmg model is depicted in Figure 20,
while the configuration rules for this situatioreaummarized in Table 9.
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device

WAN
Figure 20 — VLAN Termination model

Table 9 — Internally generated to tagged WAN configration
Description VLAN Termination TR-069 Configuration
[DefineVLAN Termination on top of Ethernet Link]

Device.Ethernet.VLANTermination.1

VLANID i
LowerLayers Ethernet.Link.1

1.5 Other Issues

The previous rules can be applied to allow all covations of traffic. If the subscriber’s services
are modified, the Bridging configuration might ndede modified accordingly.

It can be interesting to detail the configuratidniomee special cases:
More than one downstream interface in a bridge
802.1D (re-)marking
More than one VLAN ID tag for the same downstreateriface
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1.5.1 More than one Downstream Interface in a Bridge

Referring to the example in Section 11.1, Tagged\L#h tagged WAN traffic (VLAN bridging),
consider adding other Ethernet interfaces (e.geiBt ports 3 and 4 = instance Device.
Ethernet.Interface.3/4) to the Video Phone servite behavior is the same as for the existing
Ethernet port 2 (instance Device.Ethernet.Interfgce

To achieve this, new entries need to be addedfterface Eth-3 and Eth-4. The Bridging model
is depicted in Figure 21, while the configuratioites for this situation are summarized in Table
6 and Table 10.

WAN LAN 1 LAN 2 LAN 3
Figure 21 — Bridge 1 model
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Table 10 — Configuration to be added to Table 6

Description

Bridging TR-069 Configuration

Bridge between WAN and LAN
2/LAN 3 interfaces with
VLANID= x

(Configuration to be added to

[Define Ingress Port4-5 — Create an entry for ttheodownstream ports:

Device.Bridging. Bridge.1.Port.4 -

PVID X

Name Port4
AcceptableFrameTypes AdmitOnlyVLANTagged
Device.Bridging. Bridge.1.Port.5 -

PVID X

Name Port5
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Port4-5 to VLANX - Create anefdr the downstream

Table 6) ports]
Device.Bridging.Bridge.1.VLANPort.3 -
VLAN VLANX
Port Port4
Untagged false
Device.Bridging.Bridge.1.VLANPort.4 -
VLAN VLANX
Port Port5
Untagged false

11.5.2 802.1D (Re)-marking

The 802.1Q Tag includes the 802.1D user priority field. All the previous cases can also be
extended to mark (or re-mark) this 802.1D field.albhieve this, there are different
configuration options, one of them is to use thé&aDkUserPriority or PriorityRegeneration
fields in the Bridge Port object. For untagged fesmmmore complex rules can be defined
referring to the QoS Classification, using the Rty agging value. The Bridging configuration
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rules for marking egress traffic on the upstreatarface are summarized in Table 11. Compare
it with Table 6.

Table 11 — 802.1D (re-)marking
Description Bridging TR-069 Configuration
Mark the ingress frames with Default user Prigritythis cas@)]

Device.Bridging. Bridge.1. Port.2.

DefaultUserPriority 0

[Remark each ingress priority value (0,1,2,3,48,8iith the priority
regeneration string, in this ca&x0,0,0,4,4,4,4)

Device.Bridging. Bridge.1. Port.2.
PriorityRegeneration 0,0,0,04,4,4,4

802.1D (re-)marking
Remark all WAN egress traffic | [In case of ingress untagged frames, for more cemglassification, QoS
object are referred. In this case remark With

Device.Bridging. Bridge.1. Port.2.

PriorityTagging true

Device.QoS. Classification. {i}.

EthernetPriorityMark 0

11.5.3 More than one VLAN ID Tag Admitted on the Same Dowstream
Interface

Another scenario that can be further detailedesctise of more than one VLAN ID tag admitted
on the same downstream interface. A practical exampuld be a 2 box scenario, with a User
Device generating traffic segregated in multipleANs (e.g. a router offering services to the
customer), and a Residential Gateway, providingrapsn connectivity to the Access Network,
with the connection between the two pieces of ageit using an Ethernet interface.

In this case, we assume the User Device is alibgtthe different traffic flows, segregating the
different services (Voice, Video, ...) into differe¥iLANs. The Residential Gateway needs, on
the same downstream interface, to be able to reckiferent VLAN ID and correctly forward or
translate to the upstream interface (and vice yefsaachieve this, appropriate Bridging objects
need to be configured.
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WAN LAN
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Figure 22 — Example of VLAN configuration in a 2 ba scenario

Referring to Figure 22 as an example, assume seafahree VLANs (VLAN ID=x,y,z)

offered by a User Device to the Residential Gatearathe same downstream interface (Eth #1).
The Residential Gateway bridges two of them (VLAN:X,y) and translates the other one
(VLAN ID=z) to the upstream interface (VLAN ID=Kk).

On the Residential Gateway, this can be achieved@scombination of the Bridging objects
detailed in the preceding sections, with 3 bridgeies and their related entries. Refer to Figure

23 for the Bridging model and Table 12 for thebglbconfiguration.

Bridging.Bridge.1.Port.1
[ManagementPort=true]

Bridging.Bridge.1
.Port.3
[ManagementPort=false]

Bridging.Bridge.1
.Port.2
[ManagementPort=false]

LAN 1

WAN
Figure 23 — Bridge 1,2,3 model
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Table 12 — More than one VLAN ID tag admitted on tle same Downstream interface

Description

Bridging TR-069 Configuration

More than one VLAN ID tag
admitted on the same downstrea
interface

The configuration is the sum of Sections II.1 #r®, but on the downstream

side the lower layer to be configured for each geidPort is always:

Ethernet.Interface.2

Device.Bridging. Bridge.1. Port.3.

LowerLayers

Ethernet.Interface.2

Device.Bridging. Bridge.2. Port.3.

LowerLayers

Ethernet.Interface.2

Device.Bridging. Bridge.3. Port.3.

LowerLayers

Ethernet.Interface.2
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Appendix Ill:  Wi-Fi Theory of Operation

This section discusses the theory of operationsdapus technologies found within the
Device:2 data model.

1.1 Multi-radio and Multi-band Wi-Fi Radio Devices

The WiFi.Radio object description says “This objexidels an 802.11 wireless radio on a
device. If the device can establish more than @amaection simultaneously (e.g. a dual radio
device), a separate WiFi.Radio instance will beddse each physical radio of the device.”

The following sections clarify when multiple WiFig|io instances are needed, and the impact
on their underlying parameters in the case of aratlio and/or multi-band devices.

1.2 Definitions

Each physical radio allows the transmission andptcon of data on a single Wi-Fi channel at a
given time. A single-radio device is able to tranfeceive a packet at a given time only on one
Wi-Fi channel. Similarly, a dual-radio device idalp simultaneously transmit/receive data on
two Wi-Fi channels. In general, a device with Nioagds able to simultaneously transmit/receive
data on N Wi-Fi channels.

An important point is that Wi-Fi can operate at tirfferent frequency bands, 2.4 GHz and 5
GHz, as follows:
Wi-Fi technologies based on IEEE 802.11b/g standpatate on the 2.4 GHz frequency
band.
Wi-Fi technologies based on IEEE 802.11a standpedate on the 5 GHz frequency
band.
Wi-Fi technologies based on IEEE 802.11n standpetaie on both the 2.4 and 5 GHz
frequency bands.

Radios that operate at a single frequency bandZedgsHz only 802.11b/g devices) are called
single-band radios. Radios that can operate athdtand 5 GHz frequency bands (e.g.
802.11a/b/g devices) are called dual-band radios.

A dual-band device can be a single-radio devidecdn be configured to operate at 2.4 or 5 GHz
frequency bands. However, only a single frequerarydis used to transmit/receive at a given
time. In such a case the device has a single pysidio that is dual-band.

Also, a dual-radio single-band device can exigh@igh uncommon) if both radios are single-
band.
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1.3 Number of Instances of WiFi.Radio Object

Given the definitions above, a separate WiFi.Raustance will be used for each physical radio
of the device, i.e. one instance for a single-raldivice, two instances for dual-radio devices, and
so on. A single WiFi.Radio instance will therefdxe used for a dual-band single-radio device.

Each WiFi.Radio instance is configured separatetyia, in general, completely independent of
other instances.

1.4 SupportedFrequencyBands and OperatingFrequencyBand

The frequency band used by a WiFi device is an imapb parameter. With first generations of
WiFi technologies, the specific frequency band Wased to the IEEE standard in use (i.e.
802.11b/g are 2.4 GHz standards, while 802.11&iS$&z standard). With the introduction of
the IEEE 802.11n standard, which can work both&aefd 5 GHz, two specific parameters are
used to indicate the supported frequency bandshendperating frequency band.

SupportedFrequencyBands is a list-valued paramadataining one item for single-band radios
(either 2.4GHz or 5GHz) and two items for dual-baadios (both 2.4GHz and 5GHz).

The OperatingFrequencyBand parameter specifieshwirequency band is currently being used
by a dual-band radio (i.e. set to one of the twmi listed in the SupportedFrequencyBands
parameter). For single-band radios, OperatingFmecyBand always has the same value as
SupportedFrequencyBands (since only one frequeacs s supported).

1.5 Behavior of Dual-band Radios when OperatingFrequengand
Changed

When the configured operating frequency band afa-tand radio is changed (i.e. the value of
the OperatingFrequencyBand parameter is modiftad has an impact on other parameters
within the WiFi.Radio object.

The Channel parameter has to be changed, sincaalkdor the 2.4 GHz frequency band are in
the range 1-14, while channels for the 5 GHz fregydand are in the range 36-165 (at least in
the USA and Europe). The expected behavior is thein modifying the
OperatingFrequencyBand parameter, the device atitatha selects a new channel that is valid
for the new frequency band (according to some vesgecific selection procedure).

Persistence of the Channel parameter value faorignaous frequency band is not required. For
example, if OperatingFrequencyBand is later chargextt to5GHz a new valid value for the
Channel parameter is automatically selected bylévece, but this value need not be the same as
was selected the last time OperatingFrequencyBasdset tbGHz

Other parameters whose values can be impacted thvbeédperatingFrequencyBand changes,

include: ExtensionChannel, PossibleChannels, Stgg®tandards, OperatingStandards,
IEEE80211hSupported, and IEEE80211hEnabled. IEtineent value is no longer valid, the
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device will automatically select a valid new vahezording to some vendor-specific procedure,
and the old value need not persist.

1.6 SupportedStandards and OperatingStandards

The SupportedStandards parameter is a list oE&IEI802.11 physical layer modes supported
by the devices. Wi-Fi is in general backward confypatso 802.11g devices are also 802.11b
devices, 802.11n devices are also 802.11b/g de(ifogserating at 2.4 GHz), and 802.11n
devices are also 802.11a devices (if operatingGiti3).

For dual-band radios, the OperatingFrequencyBarahpeter is used for switching the operating
frequency band. For this reason SupportedStandeutgisncludes those values corresponding to
operation in the frequency band indicated by ther@mngFrequencyBand parameter. For
example, for dual-band 802.11a/b/g/n devices, SupgStandards can lbe g, nwhen
OperatingFrequencyBand2s4GHzanda, nwhen OperatingFrequencyBanbiSHz

The OperatingStandards parameter is used to ljpeitation to a subset of physical modes
supported. For example, a 802.11b/g/n radio wiela g, nvalue for the SupportedStandards
parameter, but can be configured to operate oty 802.11n by setting the OperatingStandards
parameter ta.
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Appendix IV:  Use Cases

This section presents a number of management-tielsie cases that correspond to typical ACS
activities.

V.1 Create a WAN Connection

The ACS can create the objects in the interfacgkdiattom-up. Each time a new higher-layer
object is created, the link with the underlyingeirfidice object needs to be set. The layer 1
interface, in this case a DSL.Channel and DSL.bbect, will already exist (ACS can not
create physical interfaces).

1. The ACS uses AddObiject to create a new ATM.Linkeobja new Ethernet.Link object,
a new PPP.Interface object, and a new IP.Inteidagect.

2. The LowerLayers parameter in an existing DSL.Chhabgect is already linked to an
existing DSL.Line object (ACS can not configuresthinkage).

3. The ACS uses SetParameterValues to configure theobgcts including enabling the
objects and using the LowerLayers parameters ksl

a. Setting the LowerLayers parameter in the ATM.Lirext to link it to an
existing DSL.Channel object that is configured WifhiM encapsulation (i.e. the
read-only LinkEncapsulationUsed parameter in th&.B8annel object is set to
one of the ATM-related enumeration values).

b. Setting the LowerLayers parameter in the Etherigt.bbject to link it to the
ATM.Link object.

c. Setting the LowerLayers parameter in PPP.Interfdgect to link it to the
Ethernet.Link object.

d. Setting the LowerLayers parameter in IP.Interfdged to link it to the
PPP.Interface object.

4. The CPE updates the InterfaceStack table autorigti¢he stack looks like this:
IP.Interface PPP.Interface Ethernet.Link ATM.Link  DSL.Channel
DSL.Line.

5. Note that the ACS might also want to update otbkted objects, including the NAT
object, the Routing.Router object, or various Qo8& Bridging tables. VLANs might
also need to be created.

V.2 Modify a WAN Connection

In this use case the ACS needs to modify an egisiN connection, in order to insert a new
layer in the stack or to change some portion oirtkexface stack. This is not the management
WAN connection. For the purposes of this example, ACS is changing the WAN connection
in use case V.1 to make use of PTM rather than Addded aggregation.
1. The ACS uses AddObiject to create a new PTM.Linlkedbj
2. The ACS uses SetParameterValues to configure tleetsbincluding enabling the new
PTM.Link object and using the LowerLayers paramatefollows:
a. Setting the LowerLayers parameter in the PTM.Libjeot to link it to an
existing DSL.Channel object that is configured WFM encapsulation (i.e. the
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read-only LinkEncapsulationUsed parameter in th&.B8annel object is set to
one of the PTM-related enumeration values).
b. Setting the LowerLayers parameter in the Etherngt.bbject to refer to the
PTM.Link object rather than the ATM.Link object.
c. Setting the LowerLayers parameter in the IP.Int&fabject to refer to the
Ethernet.Link object rather than the PPP.Interfamect.
3. The CPE updates the InterfaceStack table autortigti¢ae stack looks like this:
IP.Interface  Ethernet.Link PTM.Link DSL.Channel DSL.Line.
4. Note that the ACS might also want to update otbhkted objects, including the Bridging
table. The ACS might also want to delete the exisBPP.Interface and ATM.Link
objects.

V.3 Delete a WAN Connection

Assume that we want to delete the WAN connectioih igsconfigured in use case IV.1.

The ACS uses DeleteObject to delete the IP.Interfdgect.

The ACS uses DeleteObject to delete the PPP.lcedhject.

The ACS uses DeleteObject to delete the Ethermdt.dbject.

As each of these objects is deleted, the IntertacgSs adjusted automatically by the
CPE.

Any strong references to the deleted objects,ieQevice.QoS classification rules, will
automatically be set to empty strings.

PwpNPE

o

V.4 Discover whether the Device is a Gateway

Many operators want to determine if a particulavice is a “gateway” or not. The term
“gateway”, however, is rather vague; usually therapor wants to know one (or more) of the
following things:

1. If the device terminates the WAN connection(s).

2. If the device is responsible for providing DHCP eskdes to the other devices in the
home.

3. If the device provides functionality such as NATrouting capabilities.

In order to determine if the device terminates aNV&onnection, the ACS might look for an
interface object with a technology that is by didiom WAN (such as DSL) or for a technology
that could be a WAN termination technology (sucletdgernet or MoCA).

In order to determine if the device is responsibleproviding addresses to other devices in the
home, the ACS could check for the existence ofDRECP Server object. The existence of the

Host table also indicates that the device is awéidosts, by whatever means they're addressed.
The existence of the ManageableDevice table withenManagementServer object also indicates
that the device serves as the DHCP server for R®89 managed device exchange defined in
TR-069 [2] Annex G, which is also often an indioatiof “gateway” functionality.
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In order to determine if the device provides fuoietlity such as NAT or a router, the ACS
would check for the existence of an enabled NARouting.Router object.

V.5 Provide Extended Home Networking Topology View

Another use case is to determine the topology®httme network behind the gateway. For a
generic understanding of the network, the Hosetabbvides information such as the layer 2 and
layer 3 interfaces via which the Host is connectedvell as DHCP lease information for each
connected Host.

If the operator is interested in UPnP devices enltbme network, the UPnP.Discovery tables
(RootDevice, Device, and Service) provide thatiimfation in addition to the Host table entries
that correspond to a particular UPnP Root Deviaaji€e, or Service. Finally, the
ManageableDevice table provides information abbefltR-069 managed devices that the CPE
has learned about through the DHCP message exchdafiged in TR-069 [2] Annex G.

V.6 Determine Current Interfaces Configuration

One of the most fundamental ACS tasks is to detertiie general picture of the interfaces for a
device so that it can understand which WAN and Lg\ie connections exist. In the
InternetGatewayDevice:1 data model, for example AE8S would use the GetParameterNames
and/or GetParameterValues RPCs to find the avaidBANDevice, WANConnectionDevice,
and WAN**Connection instances, with hierarchicahtainment implying interface layers. In

the Device:2 data model, it would work this way:

1. The ACS would issue a GetParameterValues for ttegfaceStack table. This table
would provide a list of all the Interface connensoThe ACS could use this table to
build up the general picture of the Interfaces #ratpart of the current configuration.

2. If the ACS is interested in the specifics of aniilial interface, it can then go and issue
GetParameterNames or GetParameterValues for tdaoes of interest.

V.7 Create a WLAN Connection

In this use case the ACS creates a new WLAN coioredtor the purposes of illustration, in
this example the ACS will create a new SSID objedink to an existing radio (a new SSID
object implies a different SSID value than thosedulsy existing WiFi connections). The layer 1
interface, in this case a WiFi.Radio object, witkady exist (ACS can not create physical
interfaces).

1. The ACS uses AddObiject to create a new WiFi.SSljeattand WiFi.AccessPoint
object.

2. The ACS uses SetParameterValues to configure théMi€&i.SSID object, including
enabling it and setting the value of the LowerLaygasrameter to reference the device’s
WiFi.Radio object.

3. The ACS uses SetParameterValues to add the newSSilE) object to the LowerLayers
parameter of an existing non-management Bridginddgex{i}.Port object, as
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appropriate. Note: a non-management bridge pamtisated when its ManagementPort
parameter is set to false.

4. The ACS uses SetParameterValues to configure theMé&i.AccessPoint object,
including enabling it and setting the value ofSSIDReference parameter to reference
the WIiFi.SSID object.

5. The CPE updates the InterfaceStack table autortigtica

6. Note that the ACS might also want to update otbkted objects; also, if there were no
appropriate existing bridge port to which to cortriee SSID, the ACS might need to
create that object as well.

V.8 Delete a WLAN Connection

In this use case the ACS deletes the SSID createsd case 1V.7.
1. The ACS uses DeleteObject to delete the WiFi.SSljeat and WiFi.AccessPoint object.
2. The CPE automatically updates the InterfaceStdulk ta
3. Note that if the radio has no other SSIDs configutkis would operationally disable the
wireless interface.

V.9 Configure a DHCP Client and Server

In this use case, the ACS wants to configure a DH€&WRer to provide private 192.168.1.x IP
addresses to most home network (HN) devices, boibt@in IP addresses from the network for
HN devices that present an option 60 (vendor d2ssalue that begins with “ACME”.

The ACME devices are remotely managed, so the All&Mso configure the DHCP clients on
those devices and the DHCP server on the gateway.

IV.9.1 DHCP Client Configuration (ACME devices)

The ACME devices are quite simple. Each has asiwgled Ethernet port and a single IP
interface.

A DHCP Client object is created and configureda®ivs:

DHCPv4.Client.1.Enable true
DHCPv4.Client.1.Interface Device.IP.Interface.l
DHCPv4.Client.1.SentOption.1.Enable true
DHCPv4.Client.1.SentOption.1.Tag 60
DHCPv4.Client.1.SentOption.1.Value “ACME Widget's(hexBinary)
IV.9.2 DHCP Server Configuration (gateway)

The gateway is also relatively simple. Its dowretndP interface is IP.Interface.1.

A DHCP Server object is created and configuredHs\irs:

November 2012 © The Broadband Forum. All rights reserved 66 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

DHCPv4.Server.Enable true
DHCPv4.Relay.Enable true
DHCPv4.Relay.Forwarding.1.Enable true
DHCPv4.Relay.Forwarding.l.Interface Device.IP ifaee.1
DHCPv4.Relay.Forwarding.1.VendorClassID “‘“ACME”
DHCPv4.Relay.Forwarding.1.VendorClassIDMode  “Préfix
DHCPv4.Relay.Forwarding.1.LocallyServed false

DHCPv4.Relay.Forwarding.1.DHCPServerlPAddreds?.3.4

DHCPv4.Server.Pool.1.Enable true
DHCPv4.Server.Pool.1.Interface Device.IP.Interface.
DHCPv4.Server.Pool.1.MinAddress 192.168.1.64
DHCPv4.Server.Pool.1.MaxAddress 192.168.1.254
DHCPv4.Server.Pool.1.ReservedAddresses 192.168,1192.168.1.129
DHCPv4.Server.Pool.1.SubnetMask 255.255.255.0

If a DHCP request includes an option 60 value liegfins with “ACME”, the request is
forwarded to the DHCP server at 1.2.3.4. All ottezgjuests are served locally from the pool
192.168.1.64 - 192.168.1.254 (excluding 192.1628 dnd 192.168.1.129).

V.10 Reconfigure an Existing Interface

The ACS might want to reconfigure an existing Ifgee to provide alternate routing
functionality. For the purposes of this illustratj@an existing Ethernet Interface that is
configured for the downsteam-side will be reconfeglias an upstream Ethernet Interface
replacing an existing DSL Interface.

The current configuration on the upstream side $dike:
IP.Interface.1 Ethernet.Link.1 ATM.Link.1  DSL.Channel.1 DSL.Line.1

The current configuration on the downstream siddaios:
IP.Interface.2 Ethernet.Link.2 Bridging.Bridge.1.Port.1 (ManagementPort=true)
Bridging.Bridge.1.Port.1 LowerLayers parameter tvas references:
o Bridging.Bridge.1.Port.2
o Bridging.Bridge.1.Port.3
Bridging.Bridge.1.Port.2 LowerLayers parameter &asference of Ethernet.Interface.1
Bridging.Bridge.1.Port.3 LowerLayers parameter &asference of Ethernet.Interface.2
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The ACS would follow these steps to reconfigureEktgernet.Interface:

1.

oo

Determine which Ethernet.Interface is to be reganied. For the purpose of this
illustration we will use Ethernet.Interface.l.

2. Use GetParameterValues to retrieve the InterfackSta
3.

Find the higher-layer Interface of Ethernet.Integfd by finding the InterfaceStack entry
that has Ethernet.Interface.l as the LowerLayee. HigherLayer parameter of the
identified InterfaceStack instance will be the tfdee we are interested in, for the
purpose of this illustration we found Bridging.Bgil1.Port.2.

Use DeleteObject to remove Bridging.Bridge.1.Poitlas removal will automatically
clean up the InterfaceStack instances that corBrédging.Bridge.1.Port.1
Bridging.Bridge.1.Port.2 and Bridging.Bridge.1.P2rt Ethernet.Interface.l. Also, it
will remove Bridging.Bridge.1.Port.2 from the Lovayers parameter contained within
Bridging.Bridge.1.Port.1.

Find the DSL.Line reference within the LowerLayargmeter of the InterfaceStack.
Follow the InterfaceStack up to the Ethernet.Liefterence by looking at the
HigherLayer parameter in the current InterfaceStastance and then finding the
InterfaceStack instance containing that Interfathiovthe LowerLayer parameter until
the HigherLayer reference is the Ethernet.Linkiatee. For the purpose of this
illustration, we found Ethernet.Link.1.

Use SetParameterValues to reconfigure the Lowensgyarameter of Ethernet.Link.1
such that its value is “Device.Ethernet.Interfate$tead of “Device.ATM.Link.1".

The CPE updates the InterfaceStack table andrsetdpstream parameter to true on the
Ethernet.Interface.l instance automatically.

Note that the ACS might also want to update otbkted objects, including the NAT
object, the Routing.Router object, or various Qo8 Bridging tables. VLANs might
also need to be created.

After the CWMP Session is completed and the CPEwitsithe configuration, the upstream
side will look like:
IP.Interface.1 Ethernet.Link.1 Ethernet.Interface.1
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Appendix V:  IPv6 Data Modeling Theory of Operation

The Device:2 data model supports IPvé various IPv6-specific objects and parametess t
are designed to be used with other IP version akatrd IPv4-specific objects and parameters.
This Appendix briefly reviews all the relevant otfgand parameters, and then presents some
example configurations.

V.1 IPv6 Overview

The IETF published RFC 2460 [16], Internet Proto®@rsion 6 (IPv6) Specification 1998.
Since then, it has published a variety of RFCg¢ate a suite of protocols (and extensions to
protocols) for operating, managing, and configutlifdgé networks and devices. In addition there
are RFCs that document transition mechanismsdtsition from 1Pv4 to IPv6) and best current
practices (that describe which RFCs to implemepedding on what a device is or needs to do).

The Broadband Forum has published several TechRigabrts describing IPv6 architectures
and device requirements. Specifically, TR-124 Is&(@0] includes IPv6 requirements for
Residential Gateways (RGs), TR-177 [31] describggation to IPv6 in the context of TR-101
[29], and TR-187 [32] describes an architecturdw6 for PPP Broadband Access. The TR-
181i2 IPv6 Data Model is intended to ensure thatOBR-managed [2] End Devices, RGs, and
other Network Infrastructure Devices can be managebiconfigured, consistent with the
requirements listed in these documents.

The basic elements of IPv6 data modeling invol¥ermation on IPv6 capabilities, and enabling
those capabilities on devices and device interféaes Section V.3), configuring addresses,
prefixes , and configuration protocols on upstreand downstream interfaces (see Sections V.4
and V.5), interacting with other devices on the élokrea Network (LAN) (see Section V.6),

and configuring IPv6 routing and forwarding informoa (see Section V.7).

Configuration protocols include Neighbor DiscovéND; RFC 4861 [22]) and DHCPv6 (RFC
3315 [18]). Neighbor Discovery includes several sages that are important to configuration,
including Router Solicitation (RS) [sent by devidesking for routers], Router Advertisement
(RA) [sent by routers to other devices on the LANgighbor Solicitation (NS) [used to identify
if any other device on the LAN is using the sameblRddress, and used to see if previously
detected devices are still present; the lattealied Neighbor Unreachability Detection (NUD)],
and Neighbor Advertisement (NA) [used to respond NS sent to one of the device’s IPv6
addresses]. These messages are central to tHestaddress autoconfiguration (SLAAC)
mechanism described in RFC 4862 [23]. SLAAC is exge to be the primary means of IPv6
address configuration for devices inside a homeowt RFC 4191 [20] extended the RA
message to support a Routelnformation option. REI5 §26] extended the RA message to
support sending Recursive DNS Servers (RDNSS)nmdtion for DNS configuration.

% Introduced in Amendment 2
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DHCPv6 can also be used for IPv6 address provisgprihrough its IA_NA option. DHCPv6
was extended by RFC 3633 [19] to provide the IA_dpilon for delegating IPv6 prefixes to
routers (that the routers can then use to pro\R#é bddresses to other devices on the LAN, or
to further sub-delegate to other routers inside_th). Both IA_NA and IA_PD require the
DHCPv6 server to maintain state for these assigtsr(emce they have lifetimes, can expire,
and require renewal). DHCPV6 can also supply aetaaf stateless configuration options,
including recursive DNS server information. RGs bamne both DHCPV6 client and server, and
it may be desirable for some of the stateless nptio be passed through from the client to the
server.

Interfaces that support IPv6 will have more thaa 8?v6 address. IPv6 interfaces are always
required to have a link-local address (describeRFE 4862 [23]). Other IPv6 addresses may be
acquired through SLAAC, DHCPvV6 IA_NA, or they mag &tatically configured. Routers may
acquire prefixes (for use with address assignnretite LAN) from DHCPv6 IA_PD, static
configuration, or by generating their own UniquecabAddress (ULA) prefixes from a self-
generated ULA Global ID (RFC 4193 [21]).

Because of the various IPv6 addresses that dev&ebave, maintaining good routing table and
IPv6 forwarding information is critical. Route infoation can be obtained from received RA
messages (both by noting that the sending deviaeositer, and from the Routelnformation
option) as well as other protocols.

V.2 Data Model Overview

This Theory of Operations focuses on data modébnghe purpose of establishing upstream
and downstream connectivity for TR-069-enabledd@]ices, and for configuration of IPv6-
related parameters. This is not an exhaustive giéiser of data model changes made in support
of IPv6, and only intends to describe the workihglements that are not readily obvious.

The following tables are key to IPv6 data modeling:

IP
o IP.Interface
IP.Interface.lPv6Address
IP.Interface.lPv6Prefix
PPP.Interface
Routing.Router
o Routing.Router.IPv6Forwarding
o Routing.Routelnformation.InterfaceSetting
NeighborDiscovery.InterfaceSetting
RouterAdvertisement.InterfaceSetting
0 RouterAdvertisement.InterfaceSetting.Option
Hosts.Host
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DHCPv6
o DHCPv6.Client
DHCPv6.Client.Server
DHCPv6.Client.SentOption
DHCPv6.Client.ReceivedOption
o DHCPv6.Server
DHCPv6.Server.Pool
DHCPv6.Server.Pool.Client
o DHCPv6.Server.Pool.Client.IPv6Address
o DHCPv6.Server.Pool.Client.IPv6Prefix
o DHCPv6.Server.Pool.Client.Option
DHCPv6.Server.Pool.Option

Note that the following tables have separate tlesasi operation, and are not described again
here:
IPv6rd.InterfaceSetting

DSLite.InterfaceSetting

Firewall includes some IPv6 elements that are not desgrédeck it does not interact with tables
other than an association witP.Interface As such, its IPv6 usage is considered straigivdod,
and explanation is considered unnecessary.

Similarly, DNS.Client.Serveis not described.

Use of DHCPVG6 elements 8iridging.Filter are also not described, as there is no conceptual
difference between how they are used and how DH@&Rments are used.

Figure 24 shows the relationship of IPv6 configraimessages to devices and the tables used
to configure the protocol messages and store gporses.
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Figure 24 — Relationship of Protocols to Data Model

Figure 25 shows internal relationships of partthefdata model involved in IPv6 addresses and
IPv6 prefixes. The following sections describe iieajer detail how these various tables are

populated.
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Figure 25 — Internal Relationships of IPv6 Addresseand Prefixes

V.3 Enabling IPv6

ThelP IPv6Capablegparameter indicates whether the device suppovs. IFP.IPv6Enable
controls enabling IPv6 is on the device. IPv6 caly be enabled on a device with
IPv6Capabletrue. IPv6Statusndicates whether IPv6 has been enabled on thealev

Per TR-124 Issue 2 [30], the upstream interfacebeaconfigured to establish an IPv6
connection either over PPP (PPPoA or PPPOE) ottliirever Ethernet. Both mechanisms
require arlP.Interfaceinstance witHPv6Enableset totrue. When using PPP,RPP.Interface
instance must hay®v6CPEnableset totrue (which can only occur iPPP.SupportedNCPs
includesIPv6CPin its list of Network Control Protocols (NCPs)).

Enabling IPv6 on specific downstream or upstreai@riaces requires thé®.Interfaceinstances
havelPv6Enableset totrue.
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V.4 Configuring Upstream IP Interfaces

An upstream IP Interface is #R.Interfacethat is associated with dpstream=truephysical
interface, via thénterfaceStackEveryUpstream=truephysical interface that will be used to
support routed IPv6 traffic will have an upstredinterface for each distinct upstream IPv6
connection that is established over that physidakiace.

Upstream IPv6 connections can be established aipstneam IP Interface either through
internal logic (for well-known addresses and timdiocal address), static configuration, or
dynamically through received Router Advertisem&) messages or DHCPv6 client
behaviors. Received RA and DHCPv6 messages caaisaunfiguration information for more
than just establishing the upstream IP interfate data model allows for the storage of
additional configuration information sent by onelodése protocols.

V.4.1 Configuration Messages Sent Out the Upstream IP letface

The device can be configured to send Router Safioit and DHCPV6 client messages out an
upstream IP interface.

A device that is configured to send Router Solimtamessages out an upstream IP
interface will have &NeighborDiscovery.InterfaceSettinmgstance whosmterfaceis the
related upstreartP.Interface and withRSEnable=true

A device that is configured to send DHCPV6 clieaguests out an upstream IP interface
will have aDHCPvV6.Clientinstance whoskterfaceis the related upstreal.Interface
and withEnable=true RequestAddressawdicates whether IA_NA is to be requested,
RequestPrefixeimdicates whether IA_PD is to be requested, RaequestedOptions
identifies which other options are to be requediddiCPVv6.Client.Server
DHCPv6.Client.SentOptigrandDHCPV6.Client.ReceivedOpti@are populated as
appropriate, as described in the data model.

V.4.2 IPv6 Prefixes

IP.Interface.lPv6Prefixnstances on upstream IP interfaces are usedi® all prefixes received
in RA messages on the interface (W@hgin of RouterAdvertisementprefixes delegated by
DHCPv6 IA_PD (withOrigin of PrefixDelegatiol), statically configured IPv6 prefixes (but only
the ones that are intended to be sub-divided feromsdownstream interfaces with sent RA
messages or DHCPv6 server functions), AfelKnownprefixes, as appropriate (such as certain
well-known multicast prefixes, where the devicengpthe multicast group for that prefix on that
interface).

RouterAdvertisememtrefixes withAutonomous=truare used to create #v6Addressnstance

on the interface, and can be used to create rautesuting.Router.IPv6Forwarding.
RouterAdvertisememtrefixes withOnLink=true can also be used to create routes in
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Routing.Router.IPv6Forwardindrrefixes received in a RA Routelnformation optéwa not
stored with the interface, but rather in an instaofRouting.Routelnformation.InterfaceSetting.

PrefixDelegatiorprefixes andtaticprefixes are not directly used on the upstreamtétface.
They are prefixes that are intended to be sub-dd/fdr use on the device’s downstream
interfaces, either by the DHCPvV6 server for IA_NAA PD, sent in RA messages (as on-link
and/or autonomous prefixes), or used to self-asmiginesses to other interfaces on the device.
Non IA_PD prefixes received in DHCPv6 options apoé stored with the upstream IP interface.
Prefixes for static routes are entered directly Routing.Router.IPv6Forwardingnd do not
need to also have upstream IP interfldeéPrefixentries.

It is often desirable to configure information abdelegated prefixes before they have been
delegated (for example, that a particular /64 af firefix is to be used on the downstream
interface for address assignment). In order tonaftor the referencing of not-yet-existing-but-
expected delegated prefixes,@ngin=Static IPv6Prefixentry is created of
Type=PrefixDelegationWhen a device receives a delegated prefix,ekpgected to first look for
such Static entries and populate them with thegaeéel prefix information, instead of creating a
newIPv6Prefixinstance oDrigin=PrefixDelegation How these references are configured on
downstream interfaces is discussed in Section V.5.1

V.4.3 IPv6 Addresses

IPv6 link-local addresses on an upstream IP Intertae generally internally generated,
although they can be configured statically, whecessary (when the internal default link-local
address fails Duplicate Address Detection (DAD)prAperly configured upstrealR.Interface
instance will have #.Interface.IPv6Addresmistance for its link-local address. This will leav
Origin of AutoConfiguredif internally generated per RFC 4862 [23])Siatic(if statically
configured by some management entity).

IPv6 addresses that are created via statelesssadalrconfiguration (SLAAC), as defined in
RFC 4862 (from received RA messages that conta&fixfes) withAutonomous=trupcause the
device to create i.Interface.IPv6Addresmstance withtOrigin of AutoConfiguredIPv6
addresses assigned via DHCPV6 IA_NA cause the eléwicreate &.Interface.IPv6Address
instance withOrigin of DHCPvG Statically created IPv6 addresses will h@vregin of Static If
any of these addresses are Global Unicast Addré€G&ss), they can be used to originate and
terminate traffic to/from either the downstreanttoe upstream, independent of which physical
interface they are associated with.

V.5 Configuring Downstream IP Interfaces

A downstream IP Interface isl@.Interfacethat is associated with &ipstream=falsghysical
interface, via thénterfaceStackAs noted in the definition of thdpstreamparameter, “For an
End DeviceUpstreamwill be true for all interfaces.” This means that only RGs mpwgsibly)
other Network Infrastructure Devices will have detveam IP Interfaces.
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V.5.1 IPv6 Prefixes

IP.Interface.IPv6Prefixnstances on downstream IP interfaces are ussite all prefixes that
are either on-link for that downstream IP interfamecan be delegated to or used by routers
connected to that downstream IP interface. On4irgfixes include prefixes that are included in
Router Advertisement (RA) messages for SLAAC (Aotoous prefixes), those used as
DHCPv6 address pools, and those used for statiessidg by End Devices that connect to that
downstream IP interface.

The device can have a Unique Local Address (UL8)prefix defined inP.ULAPrefix In
general, the device will generate its own ULA /48fx, although this value could be configured
directly by the user or through TR-069 [2]. If ULa&ldressing is to be supported on a
downstream interface, théR.Interface.ULAEnablenust berue. The ULA /48 prefix can be
associated with any downstream IP interface, andeasub-divided to provide ULA prefixes on
multiple downstream IP interfaces (by assigningmprefixes from the ULA /48 prefix to
these downstream IP interfaces). When the devestes a ULA prefix on a downstream
interface, it creates dRv6Prefixinstance witfOrigin=AutoConfigured

RGs that are configured to act as routers needdw kvhich prefixes to include in their sent
Router Advertisement (RA) messages and to be usB#H{CPVv6 server pools. These prefixes
need to be associated with the downstream IP adeffor those
RouterAdvertisement.InterfaceSettangdDHCPV6.Server.Poahstances. These prefixes can be
statically configured on the downstream IP integfaur they can be automatically generated
from prefixes on an upstream IP interface vaitigin of PrefixDelegationor Statig or they can

be generated from the ULA /48 prefix (as descrilpeithe previous paragraph). Prefixes that are
automatically (by internal code) derived from pxeB on an upstream IP interface w@hgin of
PrefixDelegationor Static will point to that upstream IP interfaceParentPrefixand have

Origin of Child.

It is often desirable to pre-configure informatiamout prefixes on a downstream IP interface
that are to be derived from delegated (on the apstrinterface) prefixes. This will need to be
done before that prefix has been delegated andutitnowledge of what that prefix will be. A
derived-from-not-yet-existing-but-expected-deledgbeefix downstream IP interfadBv6Prefix
entry will haveOrigin=Static andType=Child and will haveParentPrefixpointing to an
upstream IP interfad@®v6Prefixinstance (that i©rigin=Static andType= PrefixDelegation
When a device receives a delegated prefix and ptggithe upstream IP interface IPv6Prefix
instance, and needs to generate downstream IRaicegorefixes from that delegated prefix, it is
expected to first look for suchtaticChild entries and populate them with the derived prefix
information, instead of creating a név6Prefixinstance ofrigin=Child. How the referenced
parent prefixes are configured on upstream IPfiaxtes is discussed in Section V.4.2.

If the device receives RA messages on downstreanmtdFaces, autonomous and on-link
prefixes in such received RA message Prefix Inféioneoptions can also be recorded in
IP.Interface.lPv6PrefixAt this time, there is no additional guidancedsimg the information in
these RA messages received on downstream interfBigceg are simply stored, to provide
information about other devices in the home network
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V.5.2 IPv6 Addresses

As with the upstream IP interfaces, IPv6 link-loadtresses on a downstream IP interface are
generally internally generated, although they cardnfigured statically, when necessary (when
the internal default link-local address fails Dgplie Address Detection (DAD)). A properly
configured downstream IPv6 connection will hau® anterfaceinstance with a
IP.Interface.lPv6Addressistance for its link-local address. This will leg®rigin of
AutoConfiguredif internally generated per RFC 4862 [23])Siatic(if statically configured by
some management entity).

If the device has a Unique Local Address (ULA) prédthat it is advertising and/or sub-
delegating to devices on the LAN, then it needsawee at least one address from this prefix
assigned to downstream IP interfaces that expestigport usage of the ULA.

If the device did not receive an address on itsrapm IP interface (from DHCPv6 or SLAAC),
but it was delegated a prefix (DHCPv6 IA_PD), tliteis expected to assign an address from a
prefix (Origin=Child or Type=Child derived from that delegated prefix to one ohits-

upstream interfaces. ThiBv6Addressnstance will hav®rigin of AutoConfigured This

address can be used for originating and terminaiegsages to and from either the downstream
or the upstream interfaces.

V.6 Device Interactions

The RG can interact with other devices on the LAJthtby actively sending messages with or
without configuration information, and by passivéstening to messages received from other
devices. End Devices can interact with other devarethe LAN by passively listening to
messages received from other devices and by acteeforming Neighbor Unreachability
Detection (NUD) to determine if previously detectiVices are still reachable.

V.6.1 Active Configuration

To assist in the automated configuration of otlemiacks on the LAN, an RG sends Router
Advertisement (RA) messages and DHCPvV6 server mess@his function is associated with
downstream IP interfaces, and thus does not apdntl Devices. As noted in the above section
on downstream IP interfaces, only RGs or otheastfucture devices will have downstream IP
interfaces.

RouterAdvertisement.InterfaceSettingtances whoskaterfaceis the related
downstreamP.Interface with Enable=true define the content of RA messages that get
sent on the downstream IP interface. RoaiterAdvertisement.InterfaceSettingtance
will include references ttPv6Prefixentries in the associated downstream IP interface.
These aréPv6Prefixentries ofOrigin=Child or Origin=Static
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DHCPv6.Server.Podhstances whosaterfaceis the related downstrealf.Interface

with Enable=true contain information for filtering DHCPV6 clientquests, and identify
the IPv6 prefix(es) (referenceslv6Prefixentries of the associated downstream IP
interface) that provide the pool of IPv6 address®s$ IPv6 prefixes available for
assignment from this pool. Information on soligtidlients (including assigned addresses
and prefixes and received option information) et iInDHCPVv6.Server.PodClient.
Additional options that are sent to soliciting olie is stored in
DHCPv6.Server.PodDption. ThePassthroughClienparameter in this table identifies
whether the value of this option is simply passedugh from a DHCPV6 client on an
upstream interface.

As noted above, botRouterAdvertisement.InterfaceSettangd DHCPV6.Server.Podtave
references téPv6Prefixentries. ThévlanualPrefixeslANAManualPrefixesand
IAPDManualPrefixeparameters allow for configuration (through TR-Q8P user interface, or
other means) of prefixes that are to be includddArmessages, and to be used in deriving
DHCPV6 IA_NA and IA_PD offers, respectively. TReefixes IANAPrefixesandlAPDPrefixes
parameters list all of the prefixes that the devigetually does include in these messages. Since
the*ManualPrefixesentries may point ttPv6Prefixentries that are not enabled, it is possible
that not all of those will be included in thesegraeters’ lists. In addition to th&lanualPrefix
entries, these lists may also include referencesefixes that the device creates or uses
automatically in RA messages or for deriving DHCRAENA or IA_PD offers.

There is some flexibility in the modeling of ULA 14D prefixes. It is not required to model the
ULA /48 prefix in anlPv6Prefixinstance. If the ULA /48 is not represented inRwvGPrefix
instance antLAEnableis true for a downstream interface alAPDEnableis true for a
DHCPv6.Server.Podhstance, then it can be assumed that the devicsuli-delegate prefixes
from the ULA /48 prefix. Alternately, the ULA /4&a be included as akutoConfiguredorefix

in a downstream interface, and thRw6Prefixinstance can be referencedAiPDPrefixesin the
DHCPv6.Server.Podhstance. It is also possible to manually credasiclonger-than-/48
prefix from the ULA prefix in a downstream interéacT hisStaticprefix can then be referenced
in IAPDManualPrefixfor aDHCPv6.Server.Podhstance for that interface.

For IA_PD, there is one additional parametAPDAddLengthThis parameter is configured to

recommend how many bits should be added tABDPrefixesprefix to create a delegated
prefix offer.

V.6.2 Monitoring

All devices can monitor and record information framssages sent by other devices.
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Information received in Neighbor Solicitation (N&)d Neighbor Advertisement (NA)
messages sent by other devices is recordelbats.Host.

In order to actively solicit information from othdevices on the LAN, the device can
have aNeighborDiscovery.InterfaceSettimgstance whoskterfaceis the related
downstreamP.Interface and withNUDEnable=true To determine whether there are
other routers connected to the LAN that are belphke IPv6 routers to this same LAN
segment, thignterfaceSettingan also haveRSEnable=trueHowever, it is not
recommended that routers do this until there ieebguidance available for routers that
co-exist in a peered environment on the same LAN.

V.7 Configuring IPv6 Routing and Forwarding

IPv6 routing information is stored in instancefRaluting.Router.IPv6Forwarding:his
information can in part be derived from Router Adigement (RA) messages, either directly
from the address of the router sending the RAranfRA Routelnformation (RFC 4191 [20])
options that may be included in the mess&gmiting.Routelnformation.InterfaceSetting
instances record received RA Routelnformation oystio

V.8 Configuring IPv6 Routing and Forwarding

Following is an example of how a typical RG (onestupam and one downstream interface, with
delegated prefix and IA_NA address, and ULA enadhhedht be configured. The corresponding
data model is shown below the figure. Not all pagters are shown, and objects and parameters
that the ACS is likely to have explicitly createdvaritten are shown ibold face (some of these
settings might alternatively be present in thedactefault configuration).
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#I1P
IP.
IPv6Capable = true
IPv6Enable = true
IPv6Status = "Enabled"
ULAPrefix = fd01:2345:6789::/48 # typically genera

# Router Solicitation (Upstream IP interface)
NeighborDiscovery.
Enable = true
InterfaceSetting.1.
Enable = true
Interface = IP.Interface.1
RSEnable = true

# DHCPV6 Client (Upstream IP interface)
DHCPv6.Client.1
Enable = true
Interface = IP.Interface.1
RequestAddresses = true
RequestPrefixes = true

# Upstream IP interface

# - Assumes DHCPv6 IA_PD will be 1080:0:0:800::/56
# configuration time).

# - Assumes RA(PI) will be 2001:0DB8::/64 (this is

# time)

# - Assumes link-layer address is 55:44:33:22:11:00

TR-181 Issue 02 Amendment 6

ted by CPE

(this is NOT known at

NOT known at configuration

# [Section 4/RFC 2464[17]],[Section 4.1/RFC 5072[ 24]]
IP.Interface.1

Enable = true

IPv6Enable = true

# Upstream IP interface IPv6 prefixes

# - Assumes that the WellKnown Link Local fe80::/1 0 prefix not modeled

IPv6Prefix.1
Enable = true
Prefix = 1080:0:0:800::/56 # DHCPV6(IA_PD) [RFC 3 633[19]]
Origin = "Static"
StaticType = " PrefixDelegation "

# Upstream IP interface IPv6 addresses (LL, GUA)

IPv6Address.1
Enable = true
IPAddress = fe80::5544:33ff:fe22:1100
Origin = "AutoConfigured" #LL
Prefix =™

IPv6Address.2
Enable = true
IPAddress = 1080:0:0:700::
Origin = "DHCPv6" # GUA (from IA_NA [RFC 3315[1 81

Prefix =

# Downstream IP interface
# - Assumes link-layer address is 00:11:22:33:44:55
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IP.Interface.2
Enable = true
IPv6Enable = true
ULAEnable = true

# Downstream IP interface IPv6 prefixes
IPv6Prefix.1
Enable = true
Prefix = 1080:0:0:800::/64
Origin = "Static"
StaticType = " Child " # IA_PD /64 (for Icl, RA and IA_NA)
ParentPrefix = IP.Interface.1.IPv6Prefix.1
ChildPrefixBits = 0:0:0:00::/64
IPv6Prefix.2
Enable = true
Prefix = 1080:0:0:810::/60
Origin = "Static"
StaticType = " Child " # IA_PD /60 (for IA_PD)
ParentPrefix = IP.Interface.1.IPv6Prefix.1
ChildPrefixBits = 0:0:0:10::/60
IPv6Prefix.3
Enable = true
Prefix = fd01:2345:6789::/48
Origin = "AutoConfigured” # ULA /48
IPv6Prefix.4
Enable = true
Prefix = fd01:2345:6789:0::/64

Origin = "AutoConfigured" # ULA /64 (for Icl, RA and IA_NA)
IPv6Prefix.5

Enable = true

Prefix = 2001:0db9::/60 # RA(PI) [RFC 4861[22]]

Origin = "RouterAdvertisement" # from peer router

Autonomous = true

OnLink = true
# Downstream IP interface IPv6 addresses (LL, GUA? , ULA)

IPv6Address.1
Enable = true
IPAddress = fe80::0011:22ff:fe33:4455

Origin = "AutoConfigured" #LL
Prefix ="
IPv6Address.2
Enable = false # have upstream GUA so disabled
IPAddress = 1080:0:0:800::
Origin = "AutoConfigured" # GUA (from IA_PD /64)

Prefix = IP.Interface.2.IPv6Prefix.1

IPv6Address.3
Enable = true
IPAddress = fd01:2345:6789::0011:22ff:fe33:4455
Origin = "AutoConfigured" # ULA (from ULA /64)
Prefix = IP.Interface.2.IPv6Prefix.4

# Router Advertisement (Downstream IP interface)
RouterAdvertisement.
Enable = true
InterfaceSetting.1
Enable = true
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Interface = IP.Interface.2
ManualPrefixes = IP.Interface.2.IPv6Prefix.2

# DHCPV6 server (Downstream IP interface)
DHCPv6.Server.
Enable = true
Pool.1
Enable = true
Interface = IP.Interface.2
<filter criteria>
IANAManualPrefixes = IP.Interface.2.IPv6Prefix.1
IAPDManualPrefixes = IP.Interface.1.IPv6Prefix.1,
IP.Interface.2.IPv 6Prefix.2
IAPDADDLength = 4
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Appendix VI:  6rd Theory of Operation

See Annex B: for general information on how turmglis modeled.

VI.1 RFC 5969 Configuration Parameters

RFC 5969 [25] describes the general operationebtid protocol and configuration of external
parameters needed to do the protocol. Table 13skimav6rd configuration parameters defined
in RFC 5969 and their mapping into the Device:adabdel. Refer to RFC 5969 for further
description on use of these parameters.

Note that while RFC 5969 allows for multiple Bord@elay (BR) IPv4 addresses, it does not
describe how a device selects from among thesedé&Wiee will need to have internal logic to
handle this case, but service providers might wesénsure that they know what the behavior
will be, if they intend to supply multiple BR adgees.

Table 13 — RFC 5969 Configuration Parameter Mapping

RFC 5969 (Section 7) Configuration C N
Parameter Device:2 (IPv6rd.InterfaceSetting.{i}) Parameter
IPv4MaskLen IPv4MaskLength
6rdPrefix ) . ,
- SPIPv6Prefix (expressed with prefix length)
6rdPrefixLen
6rdBRIPv4Address BorderRelaylPv4Addresses
VI.2 Internal Configuration Parameters

AddressSourcd unnelinterfaceTunneledinterfaceandAllTrafficToBorderRelayparameters

are used to define internal device operatfadressSourcallows the desired source IPv4
address to be selected (to be embedded in thé*@6ddddress, after removing IPv4MaskLength
bits from the beginning of the address, and asdtliece IPv4 address of the encapsulating IPv4
header)TunnellinterfaceandTunneledinterfacallow for internal forwarding, routing,
encapsulation, classification and marking of IPa6kets AllTrafficToBorderRelaympacts
determination of the IPv4 destination address efdaihcapsulating IPv4 header.

V1.3 IPv4 Address Source

In general, it is expected that the device will tiee1Pv4 address obtained on the upstream
interface as the address that is embedded in th#*66 address, and used as the encapsulating
source IPv4 address. However, there could be easee the device has other public IPv4
addresses assigned to it, and it would be prefetallise one of these. For example, if the
device has a public static IP address assignedliffeaent interface, it could be desired to use
that address instead of the address assigned tpsteam interface.
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If this parameter is not present, or if it is anpgynstring, the device will use internal logic to
determine the source IPv4 address. In cases where is a single upstream interface with an
assigned (e.g. DHCPv4, IPCP, static) IPv4 addthas|s the address that will be used.

Note that service providers need to be careful wisemg alternate addresses. If the alternate
address does not have the same higher order IBddother devices that will be supported by
the same 6rd prefix, then the IPv4 mask will neeldd zero. Masked IPv4 bits will be the same
for all IPv4 addresses within a 6rd domain, per FE969 [25].

V1.4 Sending All Traffic to the Border Relay Server

The default behavior of a 6rd client device is tiatPv6 packets are encapsulated in IPv4
packets with destination address of a 6rd borday iervergxceptwhen the IPv6 destination
address begins witBPIPv6Prefix When the destination IPv6 address begins &RIPv6Prefix
then the encapsulating IPv4 destination addredsrised from the IPv6 destination address by
taking the next 32 Pv4MaskLengtlbits, pre-pending the bits that are masked (asrohted by
its own WAN IPv4 address), and using the resultihg! address as the encapsulating
destination IPv4 address.

For example, if

the IPv6 destination address is 2001:db8:64c¢8:208:x [note 64 hex = 100 decimal, c8

hex = 200 decimal, leading zeroes between colasatrshown]

the SPIPv6Prefixs 2001:db8::/32

the device’s WAN IPv4 address is 10.100.100.1

IPv4MaskLengthis 8

advertised-to-LAN SLAAC prefix of 2001:db8:6464:1064

then the encapsulation destination IPv4 addressrbes the first 8 bits of the device’s WAN

IPv4 address (10 for an address of 10.100.20029,the next 24 bits (32-8=24) after the
SPIPv6Prefixnext 24 bits are 64c802 hex = 100.200.2 bindrlge source encapsulating IPv4
address is 10.100.100.1. The source IPv6 addrgassbeith the prefix 2001:db8:6464:100::/64.

However, ifAllTrafficToBorderRelays True, then all external-bound IPv6 traffic &ésto the
border relay.

This Boolean field is reflected in the routing &blf the value is False (default behavior), then
the IPv6 routing table for this example (with aderrelay IPv4 address of 10.0.0.1) would
include the following entries:

::/0 -> 6rd-tunnel-interface-int0 via 2001:db8:0:10 0::
(default route to border relay)

2001:db8::/32 -> 6rd-tunnel-interface-int0
(direct connect to 6rd tunnel interface if the firs t 32 bits of
destination address match SPIPv6Prefix )

2001:db8:6464:100::/64 -> Ethernet0 (downstream int erface)

If the AllTrafficToBorderRelayield is true, then the"2entry above does not exist

November 2012 © The Broadband Forum. All rights reserved 85 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

VI.5 Internal Treatment of IPv6 Packets

Since a device can have multiple upstream and pheitiownstream interfaces, the model
supports a logical representation of the interivalial 6rd IPv6 interface according to the
general pattern described in Annex B:.

The internal virtual 6rd IPv6 interface is mode&sd{Tunnelinterface, Tunneledinterfgce

The IPv6Forwarding entries (which correspond torthging table entries mentioned above) will
route traffic between the downstream IPv6 inter$aaed the 6rd IPv6 interface. IPv4Forwarding
entries are unaffected.

Figure 26 shows the flow of tunneled 6rd traffiooiingh the downstream, upstream, and the

logical tunnel interfaces. Noted in the figure saenple values for the varioll3.Interface
entries that would be needed.

Figure 26 — Sample 6rd Routing and Forwarding
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Appendix VII: Dual-Stack Lite Theory of Operation
See Annex B: for general information on how turmglis modeled.

RFC 6333 [27] describes the general operationefithal-stack lite (DS-Lite) technology and
configuration of external parameters needed tddgtotocol. RFC 6334 [28] defines an AFTR
(Address Family Transition Router) name DHCPv6apthat maps to an EndpointName
parameter in the Device:2 data mddel

EndpointName is a variable length field, containgngully Qualified Domain Name that refers
to the AFTR the client is requested to establisbranection with. EndpointName can be
assigned statically (e.g. present in the factofgweconfiguration or set by the ACS) or
dynamically (via DHCPV6). If both statically andrddmically assigned, then the
EndpointAssignmentPrecedence parameter indicatetherhit is the static configuration or the
DHCPV6 configuration that is actually applied todointName.

EndpointAddress is a 128 bit field, containing ¢lhe6 address. The tunnel EndpointAddress
specifies the location of the remote tunnel endpe@xpected to be located at an AFTR.
EndpointAddress can be assigned statically (eesgmnt in the factory default configuration or
set by the ACS) or dynamically (via DNS lookup whemdpointName is set). If both statically
and dynamically assigned, then the EndpointAssignRrecedence parameter indicates whether
it is the static configuration or the DHCPv6-dedwanfiguration that is actually applied to
EndpointAddress.

When EndpointName is assigned, the name is loogddesolved) and the corresponding IPv6
address is set in EndpointAddress.

When DS-Lite is running in the CPE, the NAT functis disabled between the LAN and
DSLite interface.

VIl.1 Internal Treatment of IPv4 Packets

Since a device can have multiple upstream and pheitiownstream interfaces, the model
supports a logical representation of the interivalial DS-Lite IPv4 interface according to the
general pattern described in Annex B:.

The internal virtual DS-Lite IPv4 interface is méetkas Tunnelinterface, Tunneledinterfgce

The IPv4Forwarding entries will route traffic be®vethe downstream IPv4 interfaces and the
DS-Lite IPv4 interface. IPv6Forwarding entries anaffected.

"Introduced in Amendment 2
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Figure 27 shows the flow of tunneled DS-Lite tratfirough the downstream, upstream, and
logical tunnel interfaces. Noted in the figure saenple values for the variolB.Interface
entries that would be needed.

Figure 27 — Sample DS-Lite Routing and Forwarding
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Appendix VIII: Advanced Firewall Example Configuration

This Appendix presents an advanced firewall exartiydeillustrates settings corresponding to

the following predefined Firewall.Config levels:

High: The firewall implements the “Traffic Denied Inbwdi’ and “Minimally Permit
Common Services Outbound” components of the ICSKlential certification's
Required Services Security Policy [34]. If DoS amtherability protections are

implemented [33], these are enabled.

Low: All Outbound traffic and pinhole-defined Inboutrdffic is allowed. If DoS and
vulnerability protections are implemented [33],4b&re enabled.

Firewall.
Enable = true
Config = "Advanced"
AdvancedLevel = Firewall.Level.1
Type = "Stateful"

Firewall.Level.1.
Name = "High"
Description = "Deny Inbound and minimally permit Ou
Order=1
Chain = Firewall.Chain.1
DefaultPolicy = "Drop"

Firewall.Level.2.
Name = "Low"
Description = "Allow all Outbound and pinhole-defin
Order =2
Chain = Firewall.Chain.2
DefaultPolicy = "Drop"

Firewall.Chain.1.
Name = "High (Deny Inbound and minimally permit Out
Creator = "Defaults"
Rule.1.
Order=1
Description = "Telnet"
Target = "Accept”
Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 23
Rule.2.
Order =2
Description = "FTP"
Target = "Accept"”
Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 21
Rule.3.
Order=3
Description = "HTTP"
Target = "Accept”

November 2012 © The Broadband Forum. All rights reserved

tbound"

ed Inbound"

bound)"

IP interface

IP interface

89 of 110



Device Data Model for TR-069

Rule.4.

Rule.5.

Rule.6.

Rule.7.

Rule.8.

Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 80

Order=4

Description = "HTTPS"

Target = "Accept"

Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 443

Order=5

Description = "SMTP"

Target = "Accept”

Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 25

Order=6

Description = "DNS"

Target = "Accept"”

Destinterface = IP.Interface.1 # upstream facing
Protocol = 17 # UDP
DestPort = 53

Order =7

Description = "POP3"

Target = "Accept”

Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort =110

Order=38

Description = "IMAP"

Target = "Accept"

Destinterface = IP.Interface.1 # upstream facing
Protocol = 6 #TCP
DestPort = 143

Firewall.Chain.2.
Name = "Low (Allow all Outbound and pinhole-defined
Creator = "Defaults"

Rule.1.

Rule.2.

Rule.3.

November 2012

Order=1

Description = "Outbound"

Target = "Accept"

Destinterface = IP.Interface.1 # upstream facing

Order =2

Description = "Allow IPsec AH"

Target = "Accept"

Sourcelnterface = IP.Interface.1 # upstream facing

IPVersion = 6 # IPv6
Protocol =51 # AH
Order =3

Description = "Allow IPsec ESP"
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Target = "Accept"

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
IPVersion = 6 # IPv6
Protocol = 50 # ESP
Rule.4.
Order=4

Description = "Allow IPsec key exchange"
Target = "Accept”

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
IPVersion = 6 # IPv6
Protocol = 17 # UDP
DestPort = 500
Rule.5.
Order =5

Description = "UPnP Port Mapping"

Target = "TargetChain"

TargetChain = Firewall.Chain.3

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
Rule.6.

Order=6

Description = "UPnP IPv6 Firewall"

Target = "TargetChain"

TargetChain = Firewall.Chain.4

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
Rule.7.

Order=7

Description = "User Interface"

Target = "TargetChain"

TargetChain = Firewall.Chain.5

Sourcelnterface = IP.Interface.l # upstream facing IP interface

Firewall.Chain.3.
Name ="UPnP Port Mapping (dynamic rules)"
Creator = "PortMapping"
Rule.1.
Order=1
Description = "SSH"
Target = "Accept”

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
IPVersion = 4 # IPv4
Protocol = 6 #TCP

DestPort = 22

Firewall.Chain.4.
Name = "UPnP IPv6 Firewall (dynamic rules)"
Creator = "WANIPv6FirewallControl"
Rule.1.
Order=1
Description = "HTTP"
Target = "Accept"

Sourcelnterface = IP.Interface.1 # upstream facing IP interface
IPVersion = 6 # IPv6
Protocol = 6 #TCP

DestIP = 1080:0:0:800::1
DestPort = 80
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Firewall.Chain.5.

Name =
Creator
Rule.1.

Rule.2.

November 2012

"User Interface"
= "UserlInterface"

Order=1

Description = "SMTP server"

Target = "Accept"

Sourcelnterface = IP.Interface.1 # upstream facing
IPVersion = 4 # IPv4
Protocol = 6 #TCP

DestIP = 192.168.1.4

DestPort = 25

Order =2

Description = "DMZ"

Target = "Accept"”

Sourcelnterface = IP.Interface.1 # upstream facing
IPVersion =4 # IPv4

DestlP ="192.168.1.5" # IPv4 address of LAN device

TR-181 Issue 02 Amendment 6

IP interface

IP interface

that recvs

# all unsolicited inbound IPv4 traffic
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Appendix IX: IPsec Theory of Operation
See Annex B: for general information on how turmglis modeled.

The Device:2 data model includes an IPsec (RFC {38)). object that supports the
configuration of Encapsulating Security PayloadREBRFC 4303 [37]) and Authentication
Header (AH; RFC 4302 [36]) in tunnel mode (SecBRFC 4301). Use of IKEv2 (RFC 5996
[38]) is assumed. The IPsec object does not cuyreapport static configuration of tunnels and
child Security Associations (SAS).

Figure 28 illustrates the main IPsec objects aed telationships.

Figure 28 — IPsec Data Model Objects

In the Figure, instances of the colored objeEtkgr.{i} andProfile.{i}) are created and
populated by the ACS. Instances of all other dbjace handled by the CPE as IPsec tunnels are
created and deleted. References between objectshawn:
Solid lines indicate references that are populatethe ACS, and dashed lines indicate
references that are handled by the CPE.
A reference marked “(U)” is a unique key, which irep a 1-1 relationship, e.g. only one
Tunnelinstance can reference a giva@miinel, TunneledP.Interfacepair.
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Other references imply n-1 relationships, e.g. ipl@filter instances can reference a
givenProfile instance.

Typlcal usage is as follows:
The factory default configuration can contain statstances of the various objects.
The ACS creates and configurreéfter andProfile instances Filter instances model
IPsec Security Policy Database (SPD) selectioer@iandProfile instances model SPD
processing info. Eadhilter instance referencesPaofile instance so a singkrofile
instance can, if desired, be shared by seVsltalr instances.
When the ACS enablesrter instance, the CPE determines whether a new tusinel
needed in order to carry the traffic that matches filter. It is possible that an existing
tunnel can carry the traffic.
If a new tunnel is needed, the CPE immediatelytegeal unnelinstance that references
a newly-createdTunnel, TunneledP Interfacepair. This corresponds exactly to the
general tunneling approach that is described inekrist.
EachTunnelinstance also references all of the currently-ewHbilter instances that
require it to exist.
Classification and forwarding rules can now be i, regardless of whether the tunnels
have yet been establisheorwardingPolicyis both a Qo&’lassificationresult and an
IPsecFilter result (it's in thePolicy table), and so can, as explained in Annex B: caffe
the forwarding decision and thus whether or nawvargpacket will be en-tunneled or de-
tunneled.
When a tunnel needs to become active, e.g. aslh oésraffic that matches one of the
Filter instances, the CPE will establish it and will ¢ecthhe appropriatilkKEv2SAand
ChildSAobjects.
When a tunnel no longer needs to be active, the WikBelete theChildSAand
IKEv2SAobjects. This will affect the status of thennelinstance and
(Tunnel, TunneledP Interfacepair but will not delete them.

The remainder of this Appendix consists of a bsighmary of the various IPsec data model

objects.

IX.1 IPsec

The top-level object has &nableparameter that enables and disables the IPsesystdm,
various capability parameters, e.g. supported griony algorithms, and global IPsec statistics.

1X.2 IPsec.Filter

TheFilter table models IPsec Security Policy Database (Selgktion criteria. Refer to
Section 4.4.1/RFC 4301 [35] for further details.
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SPPD filtering is performed for all packets that hitigeed to cross the IPsec boundary. Refer to
Section 3.1/RFC4301 for further details. Given tRstec operates at the IP level, this means that
SPD filtering conceptually occurs after bridgingldrefore routing.

This table is conceptually quite similar to the QDI&ssification table in that entries are ordered,
associated with an ingress interface, include selecriteria, and specify the action to be taken
for matching packets.

Instances of th&ilter table can be created statically by the CPE, obeacreated and deleted
by the ACS as needed. Each instance include®tiogving (this is not a complete list):
Enable to enable and disable the entry.
Status to indicate the status of the entry.
Order. to control and indicate the order of the entry.
Interface Allinterfaces to control and indicate with which interfaces drdry is
associated.
DestIP. to select packets by destination IP address.
SourcelP to select packets by source IP address.
Protocot to select packets by IP protocol.
DestPort to select packets by destination port.
SourcePortto select packets by source port.
Discard whether to discard matching packets.
Profile: the Profile instance that governs how non-disednthatching packets will be
treated.

IX.3 IPsec.Profile

TheProfile table models IPsec Security Policy Database ($fP@essing info. Refer to
Section 4.4.1/RFC 4301 [35] for further detailsackFilter instance referencesRaofile
instance. It would be possible to include the pssing info directly in eadhilter instance, but
use of a separate table alloRofile entries to be shared betwdsgiter instances.

Instances of therofile table can be created statically by the CPE, otbeacreated and deleted
by the ACS as needed. Each instance include®tosving (this is not a complete list):

- MaxChildSAsthe maximum number of Child SAs per IKEv2 sesgamd therefore per
IPsec tunnel); this provides a simple way of cdhirg the extent to which existing
tunnels can be re-used.

RemoteEndpointsn ordered list of remote tunnel endpoints thata be used when
establishing an IPsec tunnel corresponding toRhidile instance.

ForwardingPolicy an opaque (ACS-chosen) value that provides afie®eard
mechanism that allows the SPD filtering decisioaffect the forwarding decision. QoS
classification uses the same mechanism.

Protocotl the “child” security protocol, i.e. AH or ESP.

IKEv2AuthenticationMethodh reference to a CPE certificate or other CPHeamgals.
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IKEv2AllowedEncryptionAlgorithm&tc): encryption algorithm that IKEv2 is permdte
to negotiate; also several other “allowed” paramsetieat define acceptable IKEv2, AH
and ESP algorithms.

DSCPMarkPolicy(etc): various settings that govern how packetaikhbe tunneled.

IX.4 IPsec.Tunnel

TheTunneltable that models IPsec tunnels. Instances astent and deleted by the CPE as
needed. ATunnel, TunneledP Interfacepair® is always created at the same time as an IPsec
Tunnelinstance and has the same lifetime;Thanel IP Interface&ontains generic IP interface
settings, e.genable Statusand generiStats and the IPSe€unnelinstance contains IPsec-
specific settings, e.g. additioralats

IX.5 IPsec.IKEV2SA

Each entry in théKEv2SAtable models a single IKEv2 SA pair and uniquelierences a
Tunnelinstance. Unlik&unnelinstances, which exist regardless of whetheruhadl is active,
IKEv2SAinstances exist only when the IKEv2 SA pair exises they exist only when the tunnel
is active.

IX.6 IPsec.IKEV2SA.ChildSA

The ChildSAtable models child SA pairs. Itis a child of t@respondingkK Ev2SAinstance
and so exists only when thi€Ev2SAinstance exists.

8i.e. anlP Interfaceinstance withilype= “Tunnet, and anothetP Interfaceinstance witiType= “Tunneled.
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Appendix X:  ETSI M2M Remote Entity Management
Theory of Operation

Figure 29 below depicts the high level ETSI M2Mdtianal architecture defined in section 4 of
ETSI TS 102 690 [39]. The Data Models defined [d used within TR-069 enabled Devices
and Gateways within the Device and Gateway domain.

[;»x

Network Domain

Device and Gateway
Domain

v

Figure 29 — ESTI High Level Functional Architecture
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Within the Device and Gateway Domain, the M2M Devand Gateway contains 2 functional
components as defined in the ETSI M2M Functionahitecture [39]:
M2M Service Capabilities: M2M functions that arebt® shared by different M2M
Applications.

M2M Applications: Applications that run the servicgic and use M2M Service
Capalbilities.

Interactions between components within the ETShitecture are defined using reference
points. Figure 30 below illustrates the Service @alty Layer (SCL) mld reference point that is
of interest. A full explanation of the SCL referermoints is provided in section 5 of the ETSI
M2M Functional Architecture [39].

M2M Device/M2M Gateway

— M2M Applications
M2M Applications

mla
dla

A4
M2M M2M Service Capabilities Layer

Service
Capabilities
Layer

mid

< | Core Network Connection | —>

Figure 30 — M2M SCL Functional Architecture Framewak

Communication moduli

The M2M Device or Gateway SCL provides capabilifflesictionality) for the following areas:
- Application Enablement (XAE)
Generic Communication (XGC)
Reachability, Addressing and Repository (XRAR)
Communication Selection (XxCS)
Remote Entity Management (xREM)
SECurity (xXSEC)
History and Data Retention (xHDR)
Transaction Management (XTM)
Compensation Broker (xCB)
Telco Operator Exposure (XTOE)
Interworking Proxy (xIP)

November 2012 © The Broadband Forum. All rights reserved 98 of 110



Device Data Model for TR-069 TR-181 Issue 02 Amendment 6

NOTE - The « x » designates a capability is usetiéncontext of the Device (D) or Gateway

(G).

The Data Model in [40] reflects the device managenobjects and parameters necessary to
implement xREM functionality across the mid referempoint as defined in Annex E of the ETSI
Functional Architecture [39] is depicted in Fig®. In this instance, the Device Mgmt Client is
considered a CWMP endpoint interface and the DeMigmt Server is considered the ACS
interface. In most situations, these endpointssamnders have an interface between the native
Device, Gateway or Server environment and the $Caddition, the dla reference point, using
RESTful procedures, is used to discover M2M D’ 2egiand M2M Applications as well as
proxy selected xREM management functions.

Figure 31 — M2M REM Service Capability

NOTE - The mld reference point in this scenario ldaupport CWMP for the exchange of
“mgmtObjs” using the XREM procedures between SChgexcontinuing to support the ETSI
RESTful procedures (e.g., container managementh&exchange of other resources across the
mld reference point.

Within the ESTI M2M Functional Architecture, the ERI is responsible for the following
management functions:
General Management: Provides retrieval of infororatelated to the M2M Device or
Gateway that hosts the ETSI M2M Service Capablilgyer (SCL).
Configuration Management: Provides configurationhaf M2M Device or Gateway's
capabilities in order to support ETSI M2M Servieesl Applications.
Diagnostics and Monitoring Management: Providegiistic tests and
retrieves/receives alerts associated with the M2Mi€e or Gateway that hosts the SCL.
Software Management: Maintains software associtddthe SCL and M2M services.
Firmware Management: Maintain firmware associatét the M2M Device or Gateway
that hosts the SCL.
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Area Network Management: Maintains devices on ti2MArea Network associated
with the SCL.

SCL Administration: Provides administration capgiei$ in order to configure and
maintain a SCL within the M2M Device or Gateway.

Within the customer premises, equipment is categdrivithin the ETSI M2M framework as a:
M2M Gateway: A Gateway that runs M2M Application(sing M2M Service
Capalbilities.

M2M Device: A Device that runs applications using@Ml capabilities and network
domain functions. Depending on M2M capabilitieshed M2M Device, the M2M Device
is defined as a:
0 Device (D): provides M2M Service Capabilities (DSGhat communicates to an
NSCL using the mld reference point and to DA ushgdla reference point
0 Device' (D"): hosts a Device Application (DA) tremmunicates to a GSCL
using the dla reference point. D' does not impldérgdisl M2M Service
Capabilities
Non-ETSI M2M complaint device (d): A device thahoects to a SCL through the
SCL’s Interworking Proxy capability.

Figure 32 - ETSI M2M Devices and Gateways

X.1 ETSI M2M Area Networks

In the ETSI framework D’ and d Devices that conriec SCL within a M2M Device or
Gateway are said to be “attached devices” andrganzed by M2M Area Networks within the
SCL. The mechanism that a M2M Gateway uses toifgdvieM Area Networks and their
associated devices is implementation specific.
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X.2 TR-069 Device Model and Functionality for ETSI M2MREM

Annex B of the ETSI M2M Functional Architecture |[3®ovides a cross reference between the
XREM management functions and the object instaandsRPCs required to implement the
management functionality. The following is a sumynairthe objects, services, components,
RPCs and optional TR-069 functionality requiredisy ETSI M2M XREM solution.

The ETSI M2M XREM solution in Annex E of the ETSEM Managed Objects [40] defines a
cross reference of the following ETSI resourcesxisting TR-069 Data Models. These ETSI
resources are:

etsiDevicelnfo

etsiDeviceCapability

etsiMemory

etsiTrapEvent

etsiPerformancelLog

etsiFirmware

etsiSoftware

etsiReboot

The implementation of these resources the useedbllowing objects from the data model:
- Devicelnfo.
WiFi.
SmartCardReaders.
USB.
HomePlug.
MoCa.
UPA.
UPNP.
Hosts.
SoftwareModules.
FaultMgmt. (Use for etsiTrapEvent)
SelfTestDiagnostics.
Devicelnfo.VendorLogFile. (Use for etsiPerformanog)
ManagementServer.EmbeddedDevice.
ManagementServer.VirtualDevice.
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X.2.1 TR-069 Device Model and Functionality for ETSI M2MREM

In addition to the mandatory RPCs defined in TR-(§9the ETSI M2M xREM solution
requires that a M2M Device or Gateway implementftiiewing optional RPCs according to
Section 9.2.1.11 of [39]:

Upload method

ScheduleDownload method

Schedulelnform method

ChangeDUState method

FactoryReset method

X.3 TR-069 Device Model and Functionality for ETSI M2MREM

In addition to reusing objects and parametersEfh8l M2M XREM solution defines extensions
to the resource model for the following ETSI res@srby defining extensions to the data model
for the following ETSI resources:

etsiSclMo

etsiAreaNwkInfo

etsiAreaNwkDevicelnfo

These resources provide administration of the SCarder for the SCL in the Device or
Gateway to communicate with SCLs in the networladdition, these resources provide
administration of the SCL for M2M Devices withinettocal M2M area network attached to a
Device or Gateway in order to communicate with esded network SCLs.

The ETSI M2M Services Device model defines the B8V service in support of the XREM
functionality.

X.3.1 M2M Service SCL Execution Environment

CPEs that provide software execution capabiliteegetthe option to implement the Gateway
Service Capabilities Layer and Gateway Applicatiassoftware modules. When a SCL is
implemented as a software module, each instanteeddSCL and GA would be represented as
individual Deployment Units with the associatedisafe and configuration files. For the GSCL
the vendor configuration file could contain configtion elements (e.g., M2M Node Id, NSCL
List) that would be returned from or necessaryadqgrm the M2M Service Bootstrap and
Service Connection Procedures.
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X.3.2 ETSIM2M Object

The ETSIM2M objects provide administration of théLSinstantiated within a Device or
Gateway.

The primary administration functions of the serce to:
- Maintain the set of Network SCLs (NSCL) that theNIPevice or Gateway SCL is

registered.

Maintain the set of NSCLs to which the M2M DeviaeGateway will “announce” local
resources.

Maintain a list of Store and Forward (SAF) policessociated with the access network
provider for message handling between M2M Deviogbeé area network and the NSCL.
Maintain a list of Store and Forward (SAF) policessociated with the access network
provider for message handling between the gatewdylae NSCL.

Maintain a list of Store and Forward (SAF) policessociated with the M2M service
provider for message handling between M2M Deviogbeé area network and the NSCL.
Maintain a list of Store and Forward (SAF) policessociated with the M2M service
provider for message handling between the gatewdylae NSCL.

Discovery and Maintenance of M2M Area Networks.

Discovery and Maintenance of M2M Devices.

NOTE - As a SCL instance within a M2M Device or @aay is associated with one M2M
service provider, the M2M Device or Gateway is ¢dpaf maintaining multiple SCL instances.

X.3.2.1 M2M Service Bootstrap and Service Connection Proceales

In the ETSI M2M system, the M2M (Device or GatewBliyyde must establish the capability to
connect with a M2M Network Node before the SCLs@aamitted to be registered using M2M
Service Bootstrap and Service Connection procedures

The M2M Service Bootstrap and Service Connectiatguures are defined in section 8.2 of the
ETSI M2M Functional Architecture [39] and descrio®mv some of the credentials are shared
and obtained in order to establish a connectiomgs ETTP TLS-PSK) during the exchange of
RESTFul information over the mld reference point.

X.3.2.2 Rules for Instantiating a SCL Instance

A M2M Node is not modeled as a device manageméitydaut is considered a logical
representation of the M2M components in the M2M iDeyM2M Gateway or the M2M Core.
Such components include:

One instance of a SCL

An optional M2M Service Bootstrap procedure

A M2M Service Connection procedure
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A M2M Node is identified by a globally unique iddigr, the M2M-Node-ID.

In addition to the logical representation of a MRMde, the following are constraints of a M2M
Node that reflect on why a M2M Device or Gatewayuldanstantiate multiple SCL instances:
- A M2M Node is owned by one M2M Service Provider.
A M2M Node is instantiated upon M2M Bootstrap prdaee or pre-provisioning the
M2M Device or Gateway with a M2M Service Provider.
Multiple M2M Nodes MAY be instantiated on the samM2M Device or Gateway by
performing multiple M2M Bootstrap procedures eithath the same M2M Service
Provider or with different M2M Service Providers.

X.3.2.3 SCL Addressing

When a SCL is instantiated the SCL is provided &-8Cusing the M2M Service Bootstrap
procedure or through an out-of-band mechanism.eTal! of the ETSI M2M Functional
Architecture [39] describes the characteristichef SCL-ID.

When a M2M Device or Gateway SCL registers with@O\W, the NSCL maintains the
following information in its resource tree for tBEL that allows the NSCL to identify and
contact the M2M Device or Gateway SCL:
SCL-ID that globally unique and MAY be the samdtaesM2M-Node-ID.
M2MPoCs contactinfo of the M2M Device or GatewayLSE€This MAY be the FQDN,
IP Address and port information or it MAY be othformation that the M2M Service
Provider can use to ask the network access profoden IP Address.

X.3.24 SCL Registration

In order to communicate requests between the M2Mdeeor Gateway SCL and the NSCL, the
M2M Device or Gateway SCL registers with the NSSkction 9.3.2.6.2 of the ETSI M2M
Functional Architecture [39] describes the registraprocess including how attributes such as
the SCLID, search strings and expiration timespao®isioned. In order for a M2M Device or
Gateway SCL to register with the NSCL, the M2M evor Gateway SCL must be provisioned
with a list of potential NSCLs that the M2M DevioceGateway SCL is registered. In addition to
the list of NSCLs, the M2M Device or Gateway SC&aahas parameters to manage when a
M2M Device or Gateway SCL re-registers with the NNSSThe M2M Device or Gateway SCL
also has the capability to be requested to retmgmath the NSCL through its TR-069 interface.

X.3.2.5 Discovery of M2M Devices through the SCL

Using the control plane, the M2M Device or Gate\#GL provides the capability to return a list
of resources that the M2M Device or Gateway hasodisred. Filtering MUST be performed on
a subset of the offered resources' attributes wsimgery string. A match, that MAY include
ranges, is performed on the query string, and eesisful response is returned with a URI(S) list
for resources that contains the matching attribi8estion 9.3.2.27 of the ETSI M2M Functional
Architecture [39] describes this procedure. The MR2bVice or Gateway MAY be provisioned
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through the TR-069 interface to either limit themher of URIs discovered by the device or
define the maximum size allowed for a discoveryites

X.3.2.6 De/Announcing M2M Devices through the SCL

One capability of the M2M Device or Gateway SCL ttohplane is to announce or de-announce
M2M resources (e.g., access rights, applicatian®)3CL(s) to which the M2M Device or
Gateway SCL has registered if the SCL is contawmigitin the “AnnounceToSCLList”. Section
9.3.2.28 of the ETSI M2M Functional Architectur@®]3lescribes this procedure. The
“AnnouncedToSCLList” is maintained through the TB3Unterface.

X.3.2.7 SCL Store and Forward Policies

The M2M Device or Gateway SCL is responsible fandimg requests from an attached M2M
Device or itself and the NSCL. The handling of tbguests is based on criteria within the
request (e.g., Request category [RCAT], ToleraldgquRst Processing Delay [TRPDT]) as well
as conditions within the M2M Device or Gateway SELg., pending requests, access network
availability).
There are two types of SCL store and forward (Sgdticies:

Access Network Provider SAF Policies

Service Provider SAF Policies

The SAF policies are organized into instances diti?gets. The selection of which Policy sets
are used by the M2M Device or Gateway SCL is detezthby the PolicyScope attribute of the
Policy set.

Section 9.3.1.5 of the ETSI M2M Functional Architee [39] describes this procedure. These
policies are maintained through the TR-069 intexfac

X.3.2.7.1 Access Network Provider SAF Policies

Access Network Provider SAF policies are used byyM2evice or Gateway SCLs to determine
if an Access Network is to be used when forwardewuests from the M2M Device or Gateway
SCL to the NSCL. The determination of which Acceevork to use is based on:
Schedule of RCAT values versus time: The M2M Dewc&ateway SCL is provisioned
with information from the NSCL for the access netkvprovider regarding when it is
appropriate to forward requests of a given RCAugal
Blocking of access attempts after failure to essabtonnectivity: The M2M Device or
Gateway SCL is provisioned with information fronetNSCL for the access network
provider regarding the period of time over whicteatpts to establish connectivity over
its access network are not appropriate after theipus attempt to establish connectivity
over the corresponding access network has failled.pEriod of time to block attempts to
establish connectivity can be a function of the hanof consecutive previous attempts
to establish connectivity over this access network.
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NOTE - An Access Network Provider SAF is identifiedm the Access Network Provider name
parameter.

X.3.2.7.2 M2M Service Provider SAF Policies

M2M Service Provider Store and Forward (SAF) pelcare used by M2M Device or Gateway
SCLs to determine to forward a request to NSCL. détermination if the request is forwarded
is based on the:
Wait time as function of number of pending requebte M2M Device or Gateway SCL
is provisioned with information from the NSCL fdret service provider regarding how
many pending requests of a given range of RCATeshre sufficient to forward the
aggregated request to the NSCL. The ranges of Redes for different policies cannot
overlap.
Wait time as function of amount of pending requdzgt:: The M2M Device or Gateway
SCL is provisioned with information from the NSGar the service provider regarding a
threshold of consumed storage (memory) in the M2&ife or Gateway SCL that is
needed to buffer data for pending requests of agrenge of RCAT values. The ranges
of RCAT values for different policies cannot ovexla
Selection among appropriate access networks: Thd M@vice or Gateway SCL is
provisioned with information from the NSCL for tkervice provider regarding how to
select an access network for making an attempttabksh connectivity from an ordered
list of possible access networks for a given rasfg@CAT values. The ranges of RCAT
values for different policies cannot overlap.
Default values for TRPDT and RCAT: The M2M DeviageGateway SCL is provisioned
with information from the NSCL for the service prder regarding the TRPDT and
RCAT values to use if they are not provided byrépuest issuer.

X.3.2.8 Area Network Discovery and Maintenance

The M2M Device or Gateway SCL discovers propemiesstances of M2M Area Networks as
well as the Devices (D’, d) associated with a M2ké@& Network. A M2M Area Network is a
logical entity in that an instance of an Area Neatkvcan span one or more physical interfaces of
the M2M Device or Gateway. In addition, a M2M Ga#gvecan provide connectivity to more
than one instance of the same type of M2M Area NgtwExamples of M2M Area Networks
include: Personal Area Network technologies suclieB& 802.15.%, Zigbee, Bluetooth, IETF
ROLL, ISA100.11a or local networks such as PLC, MSB Wireless M-BUS and KNX.

A M2M Area Network is maintained as instances oAa@aNwkInstance. Each
AreaNwkInstance maintains opaque properties oAttea Network using Property instances of
name/value pairs. In addition, the AreaNwkInstaalse maintains a list of references to
instances of AreaNwkDevicelnfolnstance table thatassociated with the Area Network.
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X.3.2.9 M2M Device Discovery and Maintenance

The M2M Device or Gateway maintains a list of dise@d M2M Devices (D’, d) that are
attached to the SCL. A discovered M2M Device teBatgsociated with more than one
AreaNwkInstance is represented as multiple instaot&reaNwkDevicelnfolnstance objects.

Figure 33 - Example M2M Network

In Figure 33 - Example M2M Network a M2M Gateway hao (2) SCL instances that manage
three (3) M2M Devices. Each M2M Device is represdnh the Root Data Model’s Hosts.Host
table. The M2M Devices are represented by the AnddDévicelnfolnstance object that was
discovered within a context of an AreaNwkiInstanta 8CL. As a M2M Device is capable of
being discovered through multiple M2M Area Netwgrligferent instances of the
AreaNwkDevicelnfolnstance could reference the sandifferent Host table entry.

Each AreaNwkDevicelnfolnstance maintains a refeedncan AreaNwkInstance object as well
as properties specific to the device and area m&tassociation (e.g., Sleeplinterval). In addition,
each AreaNwkDevicelnfolnstance maintains opaquegitees of the device using Property
instances of name/value pairs.
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X.3.2.9.1 M2M Device Discovery and Maintenance

M2M Devices are able to be managed through the @REmbedded Object and Virtual Device
Proxy management capabilities. In these scendr®msteaNwkDevicelnfolnstances are known
as Discovered Devices.

In the scenario where a M2M Device (D’, d) is diged as part of an Embedded or Virtual
Device, the AreaNwkDevicelnfolnstance is maintaiasdan item in the
DiscoveryProtocolReference parameter of the Emlubdd&/irtual Device using one or more of
the protocols listed in the DiscoveryProtocol paggen Figure 34 - M2M Device Discovery for
Proxy Management describes the scenario where &M Dlevices are discovered using the
ETSI-M2M protocols.

Figure 34 - M2M Device Discovery for Proxy Managenet
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X.3.2.10 SCL Configuration

The ETSI M2M Data Model includes the capabilityprovision the SCL with objects and
parameters necessary for the SCL to host resoartegansfer messages between M2M
Devices and Gateway Applications and the NSCL. $higion describes the minimal
configuration necessary for an SCL to:

Host resources

Transfer messages

Figure 35 — ETSI M2M Data Model Structure

Figure 35 — ETSI M2M Data Model depicts the objeeithin an ETSI SCL instance.
For deployments where the SCL will only host resesr the following resources must be
provisioned:

SCL.{1}.
Enable = true

However for deployments where the SCL will transfezssages between M2M Applications and
the NSCL, each SCL must have:
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An enabled SCL

An enabled default SAFPolicySet

At least 1 enabled ANPPolicy with an enabled Schesthr each of the enabled
RequestCategory. There is one enabled Request@aiagtance for each possible
RCAT value (e.g., 8 possible values in ETSI releb&¢

Within the M2MSPPolicy, there is one enabled RetfLia®gory instance for each
possible RCAT value (e.g., 8 possible values in E€kase 1.0)

As such the following resources must be provisioned

SCL.{1}.
Enable = true
SCL.{1}.SAFPolicySet.{1}.
Enable = true
PolicyScope= default
SCL.{1}.SAFPolicySet.{1}.ANPPolicy.{1}.
Enable = true
ANName = AccessNetworkProviderName
SCL.{1}.SAFPolicySet.{1}.ANPPolicy.{1}.RequestCateg ory.{1}.
Enable = true
RCAT = RCAT1
SCL.{1}.SAFPolicySet.{1}.ANPPolicy.{1}.RequestCateg ory.{1}.Schedule.{1}.
Enable = true
Schedules = * * * * *

SCL.{1}.SAFPolicySet.{1}.ANPPolicy.{1}.RequestCateg ory.{7}.
Enable = true
RCAT = RCAT7
SCL.{1}.SAFPolicySet.{1}.ANPPolicy.{1}.RequestCateg ory.{7}.Schedule.{1}.
Enable = true
Schedules = * * * * *

SCL.{1}.SAFPolicySet.{1}.M2MSPPolicy.RequestCategor y.{1}.
Enable = true
RCAT = RCAT7
RankedANList = AccessNetworkProviderName

SCL.{1}.SAFPolicySet.{1}.M2MSPPolicy.RequestCategor y{7}.
Enable = true
RCAT = RCAT7
RankedANList = AccessNetworkProviderName

End of Broadband Forum Technical Report TR-181
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